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About the CITRIS Policy Lab

The CITRIS Policy Lab is a sub-organization of the Center for Information 
Technology Research in the Interest of Society (CITRIS) and the Banatao 
Institute headquartered on the UC Berkeley campus. CITRIS and the Bana-
tao Institute were founded in 2001 as part of an initiative launched by Cal-
ifornia Governor Gray Davis to leverage science and innovation to address 
societal problems. With the goal to develop technology applications with 
societal and economic benefits, the Institute facilitates interdisciplinary re-
search across four UC campuses in Northern California at Berkeley, Davis, 
Merced, and Santa Cruz, and offers resources including seed funding and 
a startup accelerator. As part of the Institute’s focus on societal impact, 
the CITRIS Policy Lab was established in 2018 with the goal to support in-
terdisciplinary technology policy research analyzing technology capabilities 
and their implications for society. Through its collaboration with public and 
private sector stakeholders, the CITRIS Policy Lab seeks to contribute to 
ensuring technology is designed and deployed in the interest of society.



Executive Summary
Facial recognition technology (FRT) is gaining traction in law enforcement 
as a tool to identify persons of interest in criminal investigations. However, 
FRT leverages a uniquely sensitive biometric trait that is both immutable 
and always exposed to the public, which means that unregulated use of 
FRT in law enforcement creates risk for human rights. The goal of this poli-
cy analysis is to serve as a resource for discourse and policymaking around 
FRT by providing a systematic three-dimensional policy analysis framework 
to assess to which degree regulatory policies safeguard the most relevant 
human rights in the context of FRT, privacy, equity or non-discrimination, 
and due process. The analysis draws on qualitative methods, including a 
literature review, expert interviews, and archival research to operationalize 
each concept in measurable sub-variables and apply the framework to two 
case studies of two mature democracies active in FRT use and committed 
to protecting civil liberties, the UK and the US. 

The findings show that in both countries, FRT-specific regulation is neces-
sary to account for the unique risks FRT poses for human rights.  In the 
area of privacy, both countries enroll images without the data subject’s 
active consent, including criminal booking photos, including of individuals 
never charged or convicted. While neither country has comprehensive FRT 
legislation, in the UK, data subjects enjoy rights under general data protec-
tion regulation for personal data. Equity is problematic in both countries 
due to a lack of critical engagement with bias in enrollment practices and 
the algorithm leading to a disparate impact of FRT, particularly for ethnic 
minorities. Regarding due process rights, UK law enforcement agencies 
consult and communicate more effectively with stakeholders whereas in 
the US federal programs operated for years prior to the publication of a 
privacy impact assessment.

Overall, the comparative policy analysis demonstrates that even in coun-
tries with a strong commitment to civil liberties, FRT-specific legislation is 
necessary to enforce human rights in the context of this emerging technol-
ogy. A challenge highlighted by the findings is the knowledge gap between 
innovators and the public, as well as their elected representatives, which 
creates a concerning information asymmetry. In the future, approaches 
should be developed facilitate knowledge transfer to bridge the gap and 
create legislation driven by informed public preferences and specific to the 
risks posed by FRT to ensure the respect of human rights in this new so-
cio-technical context.
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PROBLEM DEFINITION

Frame AI-enabled FRT holds the potential to enable greater efficiency in 
the provision of vital services that depend on the accurate identification 
of individuals by both the public and private sectors. Facial recognition 
technology may prove to be a key technology in increasing efficiency in 
contexts where establishing identity has been inherently difficult and cru-
cial for ensuring individuals’ safety online and offline. Prominent examples 
of public sector applications include the rapid verification of identities of 
large numbers of people, for example, in the context of law enforcement, 
for real-time searches for persons of interest, including missing persons 
or suspected criminals among large populations,1–5 and border security6–8. 
At present, governments around the world face a critical moment as they 
establish identity systems using FRT or integrate FRT in existing systems, 
in which they need to develop a viable policy framework that ensures the 
respect of protected human rights principles.

Realizing significant efficiency gains in public service delivery through FRT, 
depending on the design of the technology application, may come at the 
cost of fundamental societal values, in particular: privacy, non-discrimina-
tion, and due process. Problem areas include the handling of misidentifi-
cation cases, in particular, considering the misidentification bias against 

INTRODUCTION
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women and people of color,9 and the threat of perpetual surveillance erod-
ing reasonable expectations of privacy given that facial recognition only 
requires passive rather than active consent (like fingerprinting), as well 
as facilitating public discourse on a system that utilizes one of the most 
immutable biometric characteristics.10 Microsoft has led major players in 
the development of AI-enabled FRT in recognizing the substantial scale of 
the technology’s potential beneficial and harmful impacts and calling for a 
principle- or value-based framework for the design and commercialization 
of AI-enabled facial recognition applications.11–13 

At present, however, the use of FRT in law and border enforcement is 
subject to insufficient regulation in the UK and US that is specifically 
designed to protect human rights given the new challenges posed 
by the emerging technology, and the public with democratic popular 
sovereignty has too little awareness of these risks.

Quantify Over the past 20 years, the academic interest and volume of re-
search in terms of the number of papers published on AI has increased at 
a four times higher rate than research overall. Computer vision, including 
facial recognition, is among the top three most researched areas of AI. In 
the US, the corporate sector dominates the AI research space whereas in 
China and Europe the public sector is leading.14 In conjunction with this 
increase in research, the number of AI startups has increased at almost 
double the rate of startups overall since 2015 fueled by a fourfold increase 
in venture capital funding over the same period.14 However, most of the 
countries leading in AI research, including the US and China, as well as 
countries of the European Union (EU) did not establish national high-lev-
el AI policy strategies before 2017 let alone comprehensive regulation of 
specific AI-enabled technologies such as FRT. Both the US and the UK did 
not develop AI strategies until 2018, for example.15 Only 8% of 52 US gov-
ernment agencies (not bound by strict data protection regulation such as 
the EU’s General Data Protection Regulation (GDPR)) in a comprehensive 
study had a publicly available FRT use policy.10 Moreover, as late as 2017, 
a Eurobarometer survey found that 52% of Europeans had not heard of 
AI in the past 12 months and Morning Consult that 48% of US Americans 
had not heard much or anything about AI.16,17 Certain demographic groups 
are more at risk of being unaware of AI, including women, seniors, African 
Americans, individuals who are unemployed or of low socioeconomic sta-
tus, and individuals who reside in rural communities.16,17 

However, 117 million US American adults or more than every third US Amer-
ican is included in facial recognition networks.10 In the UK, at least 12.5 
to 16.6 million images are searchable using FRT, which means that up 
to every fourth to fifth UK resident’s image may be automatically recog-
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nized.18,19 Survey results suggest that over 80 percent of US American and 
European respondents believe the development of AI should be carefully 
managed.16,20 However, with regard to FRT specifically, only 26.2% agree 
with the statement that “the government should strictly limit the use of sur-
veillance cameras” and more than every third US American had no opinion 
on the issue.21 Moreover, almost 40% of survey respondents agreed that 
“Police departments should be allowed to use facial recognition technolo-
gy to help find suspects if the software is correct 80% of the time.”21  The 
public may still be underestimating the risks posed by harmful AI as survey 
respondents viewed “harmful consequences of AI” as a relatively unlikely 
and unimpactful global risk in stark contrast to expert assessments.20,22,23 
This is due in part to a lack of government agencies’ contribution to public 
awareness and accountability.

Diagnose Contributing factors to this growing gap between public aware-
ness and the rapid development and adoption of AI applications include 
the prioritization law and border enforcement goals and protection of in-
dustrial secrecy that allow developers to shield their models from public 
scrutiny. In particular in application cases where the public sector employs 
AI for facial recognition, agencies find themselves in a conflict of interest 
between their organizational goals and the public interest in transparency 
and accountability.24 Moreover, AI development and employment occur in 
a context of rapid innovation in an arms race with domestic and foreign 
competitors. Lastly, regulating innovation in the area of AI is often opposed 
based on the argument that public consultation processes slow down the 
innovation process, which may lead to competitive disadvantages or, in the 
case of applications relevant to national security, geopolitical vulnerability.

Government Intervention The international community and many na-
tion-states have affirmed their commitment to protecting privacy and 
non-discrimination as a fundamental right. At the international level, the 
1948 Universal Declaration of Human Rights (UDHR) in Article 12 states 
that “no one shall be subjected to arbitrary interference with his privacy 
(...)” and in Article 2 that “everyone is entitled to all the rights and free-
doms set forth in this Declaration, without distinction of any kind, such as 
race, colour, sex, language, religion, political or other opinion, national or 
social origin, property, birth or other status.”25 Moreover, major national 
and supranational jurisdictions have recognized the right to privacy, includ-
ing the US26 the EU.27 The right to non-discrimination is even more firmly 
rooted in the constitutional documents of the US28 and the EU.29–31 These 
legal protections attest to the fact that protecting privacy and freedom from 
discrimination are widely desirable shared social preferences that gener-
ate utility for all protected individuals. Furthermore, in the context of their 
status as fundamental rights, violations of the right to privacy and non-dis-



Facing the Future: Human Rights and Facial Recognition Technology Use in Law Enforcement                         //   12

crimination, for example, due to the institutional overreach of government 
agencies, create an unacceptable institutional outcome. Therefore, ad-
dressing impending threats to the rights to privacy and non-discrimination 
is an urgent public responsibility.

Objectives Given the strong moral and legal obligation to ensure effective 
protection of fundamental rights in the context of emerging technology 
risks, including threats posed by AI-enabled facial recognition, national and 
international policymakers should develop policy strategies that allow their 
constituents to understand and influence the deployment of this technol-
ogy. Specifically, the public must be aware of the use of facial recognition 
technology, its implications, and their rights in this context. Moreover, both 
the technology development and implementation process must afford op-
portunities for the public to voice concern and effectively object via demo-
cratic engagement.

ANALYTICAL APPROACH

The objective of this policy analysis is to develop an analytical framework 
that allows policy practitioners to evaluate to which degree regulatory policy 
strategies around the use of AI-enabled FRT by law enforcement agencies 
protect internationally recognized human rights. To this end, the project 
develops a policy analysis framework around the three most relevant hu-
man rights in the context of FRT: Privacy, equity or non-discrimination, and 
due process. These three human rights principles form the analytical axes 
which current regulatory strategies can be measured against in a cross-ju-
risdictional comparison. Moreover, the policy analysis framework is applied 
in two case studies which map existing regulatory strategies in the US and 
UK and assess their capacity to safeguard fundamental human rights both 
countries are committed to protecting.

Research Methods

The research methodology follows a qualitative multi-method approach to 
inform the development of the policy analysis framework and its application 
to the two case studies. In particular, the research draws on semi-struc-
tured interviews with experts in the area of computer vision and data pri-
vacy. Moreover, the study is informed by extensive archival research span-
ning a diverse range of source documents including legislative archives, 
parliamentary hearing protocols, Freedom of Information requests, as well 
as internal memos and investigations.
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Case Selection

The comparative policy analysis focuses on the UK and the US, which are 
both leaders in FRT adoption in law enforcement and exhibit relevant struc-
tural similarities. Both countries are highly developed and among the most 
mature, consolidated, modern democracies. Moreover, both countries 
have a long tradition of a commitment to protecting civil liberties. How-
ever, the US and European countries generally vary in their approach to 
regulating emerging technologies as the US pursues a more fast-paced, 
innovation-friendly, market-driven strategy and European countries pursue 
a relatively cautious, value-driven strategy with relatively less innovative 
momentum.

Despite their similar economic development and democratic political sys-
tem, the US is almost five times more populous than the UK and FRT has 
been used more extensively by various jurisdictions. For this reason, a rela-
tively longer section of the analysis is devoted to mapping the FRT use cas-
es and regulatory policies across the US. The UK case study to the author’s 
knowledge comprehensively maps FRT use in law enforcement. However, 
given the greater number of jurisdictions employing FRT in the US case 
study, the analysis highlights in depth only one jurisdiction at each level of 
government, the federal, state, county, and city level. Within the US, cases 
were selected based on variation in FRT use policies to illustrate the most 
exemplary and the most problematic use of FRT in law enforcement.

Structure

The report is organized in the following four sections: Part 1 discusses 
the architecture of an FRT system, its functional logic, and technological 
capabilities and limitations. Part 2 develops the three-dimensional crite-
ria-based policy analysis framework around the axes of Privacy, Equity, and 
Due Process. Each human rights concept is operationalized in the context 
of FRT and a three-point coding scheme for each individual sub-variable is 
developed to score policies on the degree to which they are effective in pro-
tecting each human right. Part 3 maps existing alternative regulatory policy 
strategies in the US and UK and score them on the basis of the criteria in 
the policy analysis framework. Part 4 discusses emerging issues related to 
the regulation of FRT.
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01   //

TECHNOLOGICAL 
CAPABILITIES AND RISKS

A biometric ID system involving facial recognition capability is comprised 
of several critical system elements. Understanding these key elements of 
the facial recognition architecture is essential to recognize the implications 
and tradeoffs of alternative system and policy design choices. The follow-
ing technical terms will be used throughout this section:

Data Subject: 
An individual whose identity the system aims to verify or establish

Biometric Sample: 
A representation of a biometric trait, in this case, the face

Sensor: 
The camera equipment necessary to capture the biometric sample

Reference Template: 
Key unique features extracted from the biometric sample

Reference Storage: 
The permanent repository where a reference template is stored



Facing the Future: Human Rights and Facial Recognition Technology Use in Law Enforcement                         //   16

Overall, a facial recognition system operates across two distinct operation-
al phases,32 firstly the enrollment phase, during which a data subject is 
registered in the system, and secondly the matching phase, during which 
facial recognition is used to draw conclusions about a data subject’s iden-
tity based on information in the system. Broadly speaking, the matching 
phase may have two goals: Firstly, matching may serve to verify an indi-
vidual’s identity, for example, upon presenting a biometric passport at an 
airport, by matching the individual’s biometric sample to a stored template 
linked to their identity (1-to-1 matching). Secondly, matching may serve to 
identify an individual by matching their biometric sample against all tem-
plates stored in the system (1-to-N matching).

KEY FEATURES OF THE                                                    
TECHNOLOGICAL INFRASTRUCTURE

Figure 1   //  Facial Recognition System Architecture
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Enrollment Phase

In the enrollment phase, the data subject is first registered in the facial 
recognition system, which means information about their biometric trait 
in question, the face, is linked with information about their identity. For 
this reason, a manual ID check is a crucial part of the enrollment phase to 
ensure that the link of information is accurate.32 Once the data subject’s 
identity was manually established during enrollment, a sensor is used to 
capture a biometric sample of the data subject. In the case of facial recog-
nition, the sensor consists of a camera capturing an image.32 The biometric 
sample is then permanently stored as a template in a reference storage. 
The storage solution may either consist of a centralized or distributed data-
base where all reference templates are stored collectively or of a token, for 
example, a biometric passport, on which the reference template is stored 
individually.33

Main System Design Choice

Sample Quality Threshold The quality of the biometric sample for the pur-
poses of facial recognition is determined by a number of factors, including 
characteristics of the biometric trait in the person, the sensor equipment 
and handling thereof, or factors in the environment such as lightning. The 
quality threshold set in the system design process sets the minimum ac-
ceptable quality of a sample for the facial recognition process and is di-
rectly related to the failure-to-enroll (FTE) rate as a system performance 
metric.33,34

Matching Phase

The matching phase may have two distinct purposes: On the one hand, the 
goal may be to verify or authenticate a data subject’s identity by comparing 
a biometric sample collected from them with a specific enrolled template 
in the reference storage with a unique identifier linked to the data subject 
(1-to-1 matching). On the other hand, matching can serve to identify a data 
subject by comparing their biometric sample to all templates enrolled in 
the reference storage (1-to-N matching). In the matching phase, a biomet-
ric sample is again collected with a camera as the sensor from a data 
subject whose identity is in question. With recent technological advances, 
a biometric sample can be obtained in more and more challenging condi-
tions including, for example, just relying on thermal images.35 An AI algo-
rithm determines the degree of match with one or all reference templates 
in the reference storage. The main technological foundations for this capa-
bility are image processing and pattern recognition.32 The process can be 
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summarized in four distinct steps connected in an “information pipeline”, 
which means that each step is critical for the subsequent steps and the 
success of the process. 

Detecting the Face 

There are many computational strategies for detecting a face in an image,* 
which subsequently inspect subregions of an image, locate image patterns, 
and compare the patterns found with a training data set of known faces 
using machine learning (ML).**41 One common method is to move a sliding 
window across an image and for each subregion within that window identify 
contrasting areas, for example, between the darker eye and lighter fore-
head region. The seminal algorithm developed by Viola & Jones in 200142 
relies on two-toned rectangles called Haar-like features to sum these re-
gional differences in light. Using ML, the algorithm then passes regions as 
“face candidates” through a cascade of stages in which non-faces are rap-
idly rejected at the end of each stage. Another common method is to evalu-
ate each pixel as a subregion based on the change in light and dark areas 
between the pixel and the surrounding pixels to identify border areas. This 
Histograms of Oriented Gradients (HOG) approach developed by Dalal & 
Triggs in 200543 relies on the information captured about each pixel and 
pixel group and uses machine learning to compare the information with 
known images of faces in the training data set.44 The process of detecting a 
face in an image can be further automated using deep learning, specifically 
convolutional neural networks (CNN) to locate visual patterns automatical-
ly and even integrate the following step of face normalization on the basis 
of vast training data sets.45,46

Normalizing the Face

Once a face is detected, it needs to be aligned or normalized to correct for 
variation in preprocessing, including reducing the variation in sizes and 
poses (geometric normalization) and in illumination (photometric normal-
ization).47 The goal is then to estimate the position of facial landmarks such 
as the corners of eyes and mouth and adjust their position in the image 

*   Several techniques have been employed to avoid detection and identification by FRT appli-
cations including morphing, the blending of two images36,37 occlusion with accessories,38 and 
confusion through camouflaging makeup and hairdos38,39.

**  Machine learning applications pass training data through a learning algorithm, for exam-
ple, a decision tree that splits the dataset based on variables available in the dataset into 
a number of different groups or classifications. This process generates a machine learning 
model specific to the type of training data used. The machine learning model acts as a learned 
algorithm that a new data point is passed through to arrive at the desired answer, for example, 
a classification.  
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frame. Accurate image transformations in this stage are key for the success 
of face matching at stages further down the pipeline, which means that it is 
critical to correctly place facial landmarks to not distort the image.44

Extracting Face Features

From the normalized face image, an AI/ML model determines which fea-
tures of the face are most salient in distinguishing one face from another. 
Given that the ML model selects the face features, they are not the fea-
tures that can be interpreted or would typically be used to describe a face 
by a human observer. The algorithm captures information about the select-
ed features in a numerical encoding (face vector, face print, or face em-
bedding) with a standard set of 128 numbers that describe face features. 
The distance between the numbers in the encoding can be interpreted as 
the degree to which two faces are different. At this stage, a disconnect 
emerges between the interpretation of a face image by the algorithm and a 
human observer because a small change in a pixel that changes a face fea-
ture that the algorithm considers critical is highly relevant to the machine 
but may be irrelevant to a human observer.44

Matching Face Features

On the basis of the encoding, an AI/ML model determines the degree of 
similarity between the encoded face and one or all face templates in the 
reference storage. It is important to note that regardless of which of the 
continuously developing AI/ML models is employed in the matching task, 
the result is invariably a similarity score and not an authoritative matching 
decision. The matching decision is a product of the similarity score and 
a deliberately chosen threshold above which a similarity score justifies a 
match.32
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Main System Design Choices

Degree-of-Match Threshold The choice of the degree-of-match threshold 
must strike a balance in the tradeoff between accuracy and efficiency. The 
higher the degree-of-match threshold, the more difficult it is to produce a 
similarity score that satisfies the requirement in the matching process both 
for a fraudulent and a genuine data subject who may, depending on exter-
nal circumstances, need several attempts to authenticate herself. The low-

er the  degree-of-match threshold, the 
easier it is for authentic and fraudulent 
data subjects to pass, which makes 
the system easy to use but vulnerable 
to fraud. This tradeoff implies that the 
rate at which genuine data subjects are 
falsely rejected (false rejection rate, 
FRR) increases and the rate at which 
fraudulent data subjects are falsely 
accepted (false acceptance rate, FAR) 
decreases when raising the degree-of-
match threshold (see Fig. 2). The de-
gree-of-match threshold at the point 
where FRR and FAR are equal, referred 
to as the equal error rate (EER), can 
but does not have to be the preferred 
threshold to balance the tradeoff.32,33

Size of the Reference Storage For government agencies building reference 
storages for the purpose of identifying a data subject against all templates 
stored in the reference storage (1-to-N matching), the number of images in 
the reference storage is negatively correlated with the matching accuracy 
of an FRT algorithm.48 Therefore, government agencies need to strategically 
confront the tradeoff between accuracy and size of the reference storage 
and potentially prioritize the enrollment of certain data subjects, for exam-
ple, with a criminal conviction, over others.

Figure 2   //  FRR/FAR Tradeoff
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POLICY ANALYSIS 
FRAMEWORK

The following framework allows assessing FRT policies across three dimen-
sions of protected human rights norms: privacy, equity, and due process. 
The objective of the analysis is not to make a judgment or recommendation 
on the appropriate context of use for FRT, which should be determined in 
democratic discourse and the legislative process. Rather, the framework 
acts as guidance to evaluate whether, in the context of any given FRT use, 
safeguards are in place to protect human rights. For each human right or 
dimension, three sub-variables operationalize the broader concept in the 
context of FRT. The sub-variables are measured on a high-level scale to 
code observations ranging from the state that offers the least effective 
protection (1) to the state with the most effective protection (3) based on 
strategies that are common in the current policy discourse, for example, in 
policy recommendations or model legislation such as proposed by Garvie 
et al. (2016).10 For each case study, the cumulative score attained in each 
category (additive, 1-9) is then plotted in a radar chart visualization.

Figure 3 //                    
Policy Analysis Framework
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PRIVACY

Article 17 ICCPR

1. No one shall be subjected to arbitrary or unlawful interference with 
his privacy, family, home or correspondence, nor to unlawful at-
tacks on his honour and reputation.

2. Everyone has the right to the protection of the law against such 
interference or attacks.

The right to privacy is internationally recognized in Article 17 of the Inter-
national Covenant on Civil and Political Rights (ICCPR).49 Despite its status 
as a fundamental right, definitions of privacy in the academic and legal 
discourse have evolved continuously with technological advancements,50 
and was recently argued to be an essentially contested concept.51 For the 
purpose of this analysis of FRT, policies are considered privacy enhancing 
if they allow individuals to make informed decisions on the level of expo-
sure they are comfortable with given their preference for privacy. The right 
to privacy as guaranteed in Art. 17 ICCPR may conflict with other rights, 
which is why it is not an absolute but a qualified right, a right that inher-
ently allows for the permissible restriction of the protection to “arbitrary or 
unlawful” interference.52–55 Nevertheless, restrictions of the right to privacy 
must generally be lawful, have a legitimate aim, and be both necessary and 
proportionate.55

Figure 4   //  Privacy Issues in FRT
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Specifically, the analysis will address the following privacy-related issues 
arising in the context of facial recognition systems: (1) active consent on 
the part of the data subject, (2) avenues for objection to the use of the data 
subject’s personal data, and (3) the data subject’s awareness that their 
biometric sample is being collected for matching purposes.

1 | Active Consent

Is active consent required for enrollment in a database used for the identi-
fication of individuals using FRT?

In comparison to capturing other biometric traits, using a camera as a sen-
sor has advantages and disadvantages. On the one hand, cameras offer 
the advantage of being commonplace, cheap, contactless, and allow for 
identifying persons in proximity or at a distance, even if the data subject 
is not able to identify themselves, for example, due to limitations based on 
age or physical disabilities.32,56 On the other hand, biometric samples can 
be collected overtly or covertly without the data subject’s active consent. 
For example, the data subject may knowingly and voluntarily present her-
self with a biometric passport at a border, or unknowingly and without ex-
plicit consent have her image captured by a security camera. Facial images 
as biometric samples are particularly risky because they can be collected 
at a distance or repurposed from the use the data subject actively consent-
ed to.32,57 

Both enrollment in training and testing data sets by private and public sec-
tor actors may prove problematic. On the one hand, training datasets, for 
example, IBM repurposed almost a million photos shared by users of the 
social media platform Flickr to train its facial recognition algorithms with-
out effectively informed consent.58 On the public sector side, practices by 
the National Institute of Standards and Technology (NIST), a government 
agency tasked among others with maintaining the Facial Recognition Ven-
dor Testing (FRVT) program, the predominant validation system for facial 
recognition vendors to demonstrate the performance of their algorithms to 
private and public sector clients, were heavily criticized. To construct the 
vast datasets employed to assess the algorithms’ performance, including 
the main dataset of 26.6 million portrait photos of 12.3 million individuals, 
NIST included the images of particularly vulnerable populations without 
their active consent, including abused children, visa applicants, deceased 
arrestees, and individuals booked on suspicion of criminal activity.59 On 
the other hand, concerns arise related to the enrollment of individuals into 
the real-life testing datasets used by law enforcement agencies. Such pub-
lic sector reference storage databases regularly include images of data 
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subjects who did not voluntarily provide their active consent. For example, 
in the US, the Federal Bureau of Investigation (FBI) has access to booking 
photo, as well as driver’s license and ID photos.10 

2 | Avenues for Objection

Are there meaningful options for individuals to object to the use of their 
data in the facial recognition system?

Given that FRT is among the least intrusive biometric matching technolo-
gies and that a facial image can be enrolled as a template in the reference 
storage without the knowledge of the data subject, only policy protections 
can ensure that the data subject can access their FRT data and object to 
its use. To this end, the data subject must be aware of the use of their data 
in an  FRT system and an effective path must exist for the data voice their 
objection to the use and management of their data by the data controller. 
Where a formal de jure right exists, it is important to evaluate whether 
there is a de facto meaningful option for the data subject. For this deter-
mination a combination of the effective communication of the right (i.e., 
is only the legal community aware of it or does it feature prominently in 
outreach materials about the FRT use?), administrative obstacles (i.e., is a 
simple or involved process required to exercise the right which would place 
a burden on the data subject?), and, where available, information on how 
many data subjects regularly exercise their rights.

3 | Standard for Access

What are the standards for access (cause, training, liability, etc.) an entity 
must meet to gain access to the FRT data?

The users of FRT are the stewards of the system and the data included in 
or linked to the reference storage of facial images used as biometric FRT 
templates. Facial images capture a generally immutable and continuously 
publicly exposed personal trait, which means that linking them with other 
personally identifiable information creates a highly sensitive combination 
of personal data.60 For this reason, the EU’s GDPR, for example, considers 
biometric data a “special category of personal data” (Article 9 GDPR)27 that 
merits more elevated standards of protection. To account for the sensitive 
nature of FRT data, policy strategies should place requirements on data 
controllers that are specific to the use of FRT and go beyond the protec-
tions in place for the processing of personal data in general. In the absence 
of policy intervention, granting access to FRT data would occur solely at 
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the discretion of the data controller. Ideally, such specific regulations may 
include who the data can be shared with, legitimate causes for sharing the 
data, administrative processes data sharing must comply with, and the 
legal obligations of data sub-stewards including training requirements and 
legal liability.

PRIVACY

Active Consent Avenues for Objection Standard for Access

1 
No active consent required. 

 
2 
Active consent required from 
persons whose right to privacy is 
not potentially in conflict with other 
fundamental rights (e.g. images 
from convicted criminals). 
 
3 
Active consent required from all 
persons.

1 
There are no avenues for objection. 

 
2 
Individuals can effectively inquire 
about whether their face is part 
of an FRT reference storage which 
could allow them to object. 

 
3 
There is an effective and well-com-
municated avenue to object to data 
governance.

1 
Information is shared based solely 
on the discretion of the organization. 
 
2 
Information is shared based solely 
on the discretion of the organization 
and in compliance with data protec-
tion legislation. 

 
3 
Information is shared based on 
compliance with protocols estab-
lished specifically for the sharing of 
sensitive FRT information.

Table 1   //  Privacy Coding Table
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EQUITY

Article 26 ICCPR

All persons are equal before the law and are entitled without any dis-
crimination to the equal protection of the law. In this respect, the law 
shall prohibit any discrimination and guarantee to all persons equal 
and effective protection against discrimination on any ground such as 
race, colour, sex, language, religion, political or other opinion, national 
or social origin, property, birth or other status.

Under the equity criterion, the analysis evaluates whether the benefits and 
risks of FRT equally affect different population groups. Policies around 
AI-enabled FRT must be measured against the standard of affording equal 
protection of the law and ensuring non-discrimination in accordance with 
Article 26 ICCPR.49 Importantly, the ICCPR does not prohibit all distinctions 
in state action but allows for differentiation along “objective and reason-
able criteria based on factual or legal distinctions,” for which the burden of 
proof lies with the government.61

Figure 5   //  Equity Issues in FRT
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1 | Biased Enrollment

Are certain groups more or less likely to be enrolled and therefore over- or 
underrepresented in a database used for identification via FRT?

The operator of FRT technology must necessarily make choices on the en-
rollment of data subjects in the reference storage within the framework of 
existing policies. There are generally three options for enrollment practices. 
Firstly, the FRT operator can use a data collection specific to the purpose 
of acting as a reference storage for FRT. For example, databases of biomet-
ric passport photos are unambiguously used as FRT reference storages. 
Secondly, the FRT operator can use a data collection for which the main 
purpose is not the use as an FRT reference storage. For example, book-
ing photo or driver’s license image databases are databases not originally 
and explicitly intended to serve as FRT reference storages. Thirdly, the FRT 
operator can create a custom data collection drawing on various data col-
lections to which they have access to create an FRT reference storage. For 
example, event-specific watchlists have been created and used by public62 
and private63 entities. 

Depending on the FRT operators enrollment practice, the probability of 
being enrolled in the system may be biased against populations with cer-
tain protected characteristics (i.e., any status enumerated in Article 26 
ICCPR49) or unprotected characteristics (e.g., criminal history). Especially 
the exercise of discretion by the FRT operator by using a reference storage 
that was not intended to be used with FRT in its creation and custom refer-
ence storages elevate the risk of bias. For example, a collection of booking 
photos as reference storage necessarily reflects any existing bias in polic-
ing practices, for example, over-policing of ethnic minority communities.62 
Similarly, custom reference storages reflect implicit or explicit bias in the 
choices of the FRT operator, for example, against individuals with mental 
health challenges.62 

A higher probability of being enrolled in the FRT reference storage may 
negatively impact individuals who are being enrolled, as well as individu-
als sharing their characteristics who are not being enrolled, who are more 
likely to be misidentified and forced to interact with law enforcement. In 
general, more templates in the reference storage, i.e. the testing dataset, 
imply more distractors leading to the FRT algorithm performing with lower 
accuracy.64 Therefore, overrepresentation in the refernce storage or testing 
dataset leads to a higher chance of misidentification, which places a bur-
den on individuals who have to prove that they have been misidentified.65 
Policies should mandate FRT operators to explicitly address any bias in the 
enrollment into FRT reference storage and prohibit biased practices unless 
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the FRT provider can provide a legitimate justification based on a tradeoff 
with other societal goods, i.e. “objective and reasonable criteria based on 
factual or legal distinctions.”61

2 | Biased Exposure

Are certain groups more likely to be exposed to surveillance and identifica-
tion via facial recognition?

In addition to bias in enrollment, FRT systems may suffer from biased ex-
posure, including both the physical presence of surveillance equipment 
using FRT and the algorithmic identification of a data subject. Firstly, the 
placement of surveillance equipment or sensors in the form of mobile cam-
era vans, closed-circuit television (CCTV) cameras, or body-worn cameras 
may be prejudiced against certain communities66 or attendants of certain 
events.67 Secondly, the performance of FRT algorithms with respect to 
population groups who differ in their physical appearance is related to the 
representation of each group in the training data set used by the FRT devel-
oper, which is beyond the control of the FRT operator. However, the FRT op-
erator bears responsibility for employing FRT software that is biased in its 
performance. Klare et al. (2012) describe the problem as “if a system was 
predominantly trained on white faces, and later operated on black faces, 
the learned representation may discard information useful for discerning 
black faces.”68 In a sense, FRT mirrors the deficits in human recognition 
capabilities in this regard as humans, who perform better at recognizing 
faces from their own racial group in comparison with other racial groups, 
well-documented as the “other-race-effect.”69–71 In their study, Klare et al. 
(2012) find consistently lower matching accuracies for female, black, and 
young data subjects in the age group 18-30.68 Moreover, Buolamwini et 
al. (2018) find that the FRT software evaluated have an up to around 20% 
higher error rate for female faces and darker-skinned faces respectively 
and an up to 34.7% higher error rate for darker-skinned and female fac-
es.72 Phillips et al. (2009) report that in their comparison, an algorithm 
developed by Western engineers “recognized Caucasian faces more accu-
rately than East Asian faces and the East Asian algorithm recognized East 
Asian faces more accurately than Caucasian faces.”73 Jennifer Lynch high-
lights that being misidentified as a false positive match places a burden 
on the individual because they have to prove that they were misidentified, 
which can have a severe impact on the individual’s life.74,75
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3 | Quality Standard

Is there a quality standard for the unbiasedness of the algorithm employed?

FRT algorithms vary by developer in their performance across demographic 
groups. To date, certain developers achieve nearly identical performance 
across race and gender whereas others lag behind. The most recent 2019 
NIST FRVT 1-to-1 Identification Report (Figure 6) illustrates the discrepan-
cies: The algorithm developed by the China Electronics Import-Export Cor-
poration (“ceiec”) performs equally well for females and males regardless 
of race whereas the algorithm developed by Aware has much higher false 
match rates for black individuals than for white and for females relative 
to males.76 To prevent a disparate impact from the use of FRT on certain 
population groups, bias should be explicitly addressed and monitored and 
policies should require a quality standard for the unbiasedness of the FRT 
algorithm in the procurement process.

EQUITY

Biased Enrollment Biased Exposure Quality Standard

1 
Population groups differing based 
on a protected category “such as 
race, colour, sex, language, religion, 
political or other opinion, national 
or social origin, property, birth or 
other status” (Article 26 ICCPR) 
are treated unequally. 
 
 
2 
Population groups differing based 
on a non-protected category such 
as criminal background are treated 
unequally. 
 
3 
All individuals are treated equally.

1 
Population groups differing based 
on a protected category “such as 
race, colour, sex, language, religion, 
political or other opinion, national 
or social origin, property, birth or 
other status” (Article 26 ICCPR) 
are treated unequally. 
 
2 
Population groups differing based 
on a non-protected category such 
as criminal background are treated 
unequally. 
 
3 
All individuals are treated equally.

1 
There is no regard for differential 
performance of FRT based on demo-
graphic differences. 

 
2 
FRT may exhibit differential perfor-
mance based on demographic differ-
ences but it is critically addressed 
and monitored. 
 
3 
FRT exhibits no differential per-
formance based on demographic 
differences.

Table 2   //  Equity Coding Table
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Figure 56: For the mugshot images, the false match calibration curves show false match rate vs. threshold. Separate curves appear for white females, black females,
black males and white males.
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Figure 56: For the mugshot images, the false match calibration curves show false match rate vs. threshold. Separate curves appear for white females, black females,
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DUE PROCESS

Article 9 ICCPR

1. Everyone has the right to liberty and security of person. No one 
shall be subjected to arbitrary arrest or detention. No one shall be 
deprived of his liberty except on such grounds and in accordance 
with such procedure as are established by law. (...)

Article 14 ICCPR

1. All persons shall be equal before the courts and tribunals. In the 
determination of any criminal charge against him, or of his rights 
and obligations in a suit at law, everyone shall be entitled to a 
fair and public hearing by a competent, independent and impartial 
tribunal established by law. (...) Everyone charged with a criminal 
offence shall have the right to be presumed innocent until proved 
guilty according to law. (...)

To the degree to which facial recognition is used in law enforcement, relat-
ed policies must ensure the respect of the right to liberty and due process 
as recognized in Articles 9 and 14 ICCPR.49 Both rights account for the 
possibility of limitations, for example, in the case of the right to liberty for 
arrests that are not “arbitrary” but “on such grounds and in accordance 
with such procedure as are established by law.”49

Figure 7   //  Due Process Issues in FRT
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1 | Public Consultation Process

Was there a public consultation process in designing the facial recognition 
system?

The use of FRT raises a number of ethical issues and tradeoffs from con-
cerns around privacy and non-discrimination rights to a legitimate inter-
est in public safety, that can only be resolved in public discourse. For this 
reason, it is imperative that both policies around and deployments of FRT 
are subject to a preliminary public consultation process that is effectively 
inclusive of any societal perspective. Ideally, a public consultation process 
should incorporate insights from organized stakeholder representatives, 
for example, representatives from multiple academic disciplines and rep-
resentatives of diverse civil society organizations, and the general public. 
Policies can set a mandatory framework for public consultation processes 
that requires including stakeholder representatives and a public comment 
period or venue that is effectively advertised to the public.

2 | Awareness of Sample Collection

Are individuals made aware when their face is recorded for the purpose of 
identification using facial recognition?

FRT allows for non-intrusive and overt capture of a biometric sample, a fa-
cial image, not only for the purposes of enrollment but also for the purposes 
of matching. Technological breakthroughs which improve the capability to 
recognize data subjects from images with less and less information exac-
erbate this privacy concern. For example, NEC, a Japanese multinational in-
formation technology company, announced the technological capability to 
collect additional information on the data subject’s appearance beyond the 
face, which may be collected from multiple cameras, to recognize persons 
whose face is partially concealed even when the images are taken at a side 
angle or from behind. 77 Therefore, it is necessary that the policy framework 
affords protections to the data subject. Most importantly, the FRT policy 
must clearly require that members of the public who move in a space sub-
ject to surveillance with FRT capability are effectively made aware of FRT 
use. Effective communication should include announcements via multiple 
channels. Notices could be published, for example, via announcements on 
the agency’s website and across media channels before the deployment 
of FRT and via accessible signage and where possible personal outreach 
during the use of live FRT sensors.
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3 | Arrests & Evidence

Can an individual be arrested on the basis of identification via facial rec-
ognition? To which extent can identification relying on facial recognition be 
used and challenged as evidence in court?

FRT is improving rapidly but will continue to provide system operators with 
matching rates of less than 100%, which means that no matching pro-
cess can deliver an absolute, unambiguous result. For this reason, it is 
necessary that the policy framework accounts for technological inaccuracy 
and protects each individual’s fundamental rights through procedural safe-
guards. FRT policies should prohibit that FRT matching rates in themselves 
can lead to legal consequences such as arrest or use as evidence in court. 
Instead, policies should require a two-step combination of machine and hu-
man matching for any use of FRT that can have a legal or other significant 
effect on the individual that is clearly transparent to all stakeholders, in 
particular in the context of judicial proceedings. 

DUE PROCESS

Public Consultation Awareness Evidence

1 
There was neither a stakeholder 
consultation process nor a public 
comment period. 

 
2 
There was either a stakeholder 
consultation process or a public 
comment period.

 
 
3 
There was both a stakeholder 
consultation process and a public 
comment period.

1 
There is no communication that a 
sample is collected for the purposes 
of use in conjunction with FRT. 

 
2 
There is at least one form of commu-
nication that a sample is collected 
for the purposes of use in conjunc-
tion with FRT. 

 
3 
There are multiple forms of commu-
nication that a sample is collected 
for the purposes of use in conjunc-
tion with FRT.

1 
There is no two-step process featur-
ing human review of FRT matches 
before they develop legal conse-
quences for the subject as evidence. 
 
2 
There is a two-step process featur-
ing human review but it is intrans-
parent to the stakeholders involved 
in the criminal process (e.g. arrest-
ee/defendant, police staff, defense 
attorney, jury, judge). 
 
3 
There is a two-step process fea-
turing human review and it is fully 
transparent to the stakeholders 
involved in the criminal process (e.g. 
arrestee/defendant, police staff, 
defense attorney, jury, judge).

Table 3   //  Due Process Coding Table
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UNITED KINGDOM

Use Cases

In the UK, facial recognition technology was first deployed in trials by the 
London Metropolitan Police, the South Wales Police, the Leicestershire Po-
lice, and the Humberside Police.62,78–80

The earliest reports on the use of FRT in public date back to a trial of the 
Visionics FaceId system starting in 1998 in London’s Newham borough 
although it was ineffective in detecting persons of interest according to 
the responsible Detective Inspector.81 The Metropolitan Police82 conducted 
a series of 10 trials testing FRT at large-scale public events (e.g. the Not-
ting Hill Carnival) and transportation infrastructure between August 2016 
and February 2019. Upon conclusion of its trials, the Metropolitan Police 
launched a “full independent evaluation” by the National Physical Labora-
tory and an independently assigned academic institute expected to con-
clude in April 2019.83–85 The Metropolitan Police uses non-live FRT for gen-
eral booking photo searches of approximately 2.9 million images through 
software provided by the vendor Safran Morpho, now Idemia, and live FRT 
through the NeoFace software developed by NEC.83,85–87 In the practical 
deployment of live FRT, the police force follows a two-step process: Firstly, 
the software scans facial images, compares them against a “watch list” 
(selected images from the reference storage), and alerts the attending of-
ficer of a match. Secondly, the officer compares the camera and the watch 
list image before deciding whether to stop the individual.83
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The South Wales Police deployed FRT 39 times since May 2017 at soccer 
games, racing events, concerts, and a royal visit supported by a £2.6 mil-
lion government grant.62 In total, 39 arrests have been informed by iden-
tification using FRT.88 The South Wales Police frames its use of FRT as 
two functionalities, “Identify”, a ‘slow-time’ application which compares 
still images of unknown persons of interest, against a database of circa 
500,000 booking photos from South Wales and Gwent (the reference stor-
age), and “Locate”, a ‘live-time’ application which compares live camera 
feeds of faces against a predetermined event-specific watchlist of typically 
between 500 – 700 images.89,90 The South Wales Police also deploy FRT 
NeoFace software developed by NEC.91 In practice, the FRT also alerts the 
operator to a match who then manually compares the facial images.92 The 
South Wales Police was criticized because they reported that 2,451 or 91% 
of their matches over a 12-month period were false positive identifications. 
As the reason for the high FAR, the South Wales Police states the fact that 
2,297 of the matches resulted from their trial during the Union of Europe-
an Football Associations (UEFA) Champions League final due to low image 
quality in the watchlist.62

The Leicestershire Police maintains a license for FRT software, began a six-
month trial in 2014,60,62 and deployed live FRT technology in a public space 
in one test at a festival in 2015, which led neither to stops nor arrests.93 
The Leicestershire Police’s watchlist included both their 92,000 booking 
photos and images provided by Interpol.62 The FRT software used, like oth-
er police departments, was developed by NEC. Moreover, the Leicester-
shire Police allows businesses wishing to report a crime to upload CCTV 
footage to an online reporting tool, a cloud-based platform that uses FRT to 
identify suspects provided by Facewatch, a private company.94,95 The con-
tract between the Leicestershire Police and Facewatch runs from Septem-
ber 2014 to 2019.96 
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No information on FRT use was disclosed by the Humberside Police on 
their website97 and only a brief mention appeared in the August 2018 Force 
Management Statement Summary.98

Regulatory Policies

National Level

Researchers have criticized that FRT use in the UK has been operating 
in a legal vacuum.62 Nick Hurd MP (Minister of State for Policing, for the 
Home Office) stated that “there is no legislation regulating the use of CCTV 
cameras with facial recognition”.67 The Home Office concedes that the 
current legislative and regulatory guidance on FRT use is insufficient as 
“policing in England and Wales do not have common standards for the cap-
ture, storage or exchange of facial image data.”18 The most generally ap-
plicable legal frameworks are human rights principles and the 2018 Data 
Protection Act,99 which includes protections for the general processing of 
personal data. Moreover, data protection standards for the use of FRT in 
law enforcement are codified in the 1984 Police and Criminal Evidence 
Act (PACE), the Code of Practice on the Management of Police Information 
(MOPI), and guidance set out in the College of Policing’s Authorised Profes-
sional Practice (APP). The PACE Act100 determines the scope to which police 
are allowed to take and use biometric data. Passed in 1984, the PACE Act 
provides general protections for the purposes of and practical processing 
of biometric data; however, the law fails to account for the specificity of 
newly developed FRT technologies. Even the more recent revisions of the 
PACE Codes of Practice, in particular, the revised PACE Code D, the Code 
of Practice for the identification of persons by Police Officers most recently 
published in February 2017 failed to discuss specific challenges related to 
the use of FRT.101 Also applicable is the Home Office’s 2013 Surveillance 
Camera Code of Practice,102,103 which lays down 12 general principles of 
practice, and the Information Commissioner’s Office’s Code of Practice for 
Surveillance Cameras.103 The Home Office’s Code mandates that “any use 
of facial recognition (...) systems needs to be clearly justified and propor-
tionate in meeting the stated purpose, and be suitably validated” and that 
adverse decisions must involve human intervention, which is seconded by 
the Information Commissioner’s Code.102 Additionally, the Biometrics and 
Forensics Ethics Group (BFEG), which is responsible for the governance 
of FRT use in law enforcement,18 published a set of broader ethical princi-
ples.104 Regulatory oversight is exercised by the Information Commission-
er’s Office and the Surveillance Camera Commissioner’s Codes of Practice, 
and the Biometrics Commissioner.18 In its entirety, researchers have criti-
cized that the piecemeal legal framework negatively impacts the foresee-
ability and accessibility of FRT policy.62
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To fill the legal vacuum and develop an effective and cohesive future policy 
strategy, the Home Office published its 2018 Biometrics Strategy.* As part 
of the strategy, the Home Office is planning to establish a new oversight 
and advisory board tasked with producing policy and oversight solutions 
for law enforcement’s use of facial images and facial recognition systems. 
The goal in establishing a new body is to coordinate approaches by police, 
the Home Office, the Surveillance Camera Commissioner, the Biometrics 
Commissioner, the Information Commissioner, and the Forensic Science 
Regulator, and BFEG. Moreover, the Home Office is planning to expand the 
use of Data Protection Impact Assessments (DPIAs) for new applications 
of new or existing biometric technologies “inviting scrutiny from an inde-
pendent ethics panel, regulators and commissioners,”18 coordinated by the 
new oversight and advisory board for law enforcement and Home Office 
Data Board for immigration use. The overarching goal is to create effective 
and transparent policies or policy recommendations around the use, reten-
tion, and deletion of images.18 

EU Level

At the EU level, the 2016 GDPR is currently the most prominent legislative 
act related to the processing of personal data, including biometric facial 
images. Article 9 GDPR on special categories of personal data prohibits 
the processing of biometric data, including facial images. The provision 
provides for ten exclusions, including for use cases where the collection of 
biometric data is necessary “for reasons of substantial public interest.”27 
Furthermore, Article 35 GDPR mandates the use of a DPIA whenever data 
processing is likely to result in “high risk to the rights and freedoms of nat-
ural persons,” which includes the use of new technology based on Recital 
91 of the preamble and the Article 29 Working Party guidelines.105 Articles 
16, 17, and 21 GDPR furthermore grant the rights to rectification, erasure, 
and objection of personal data.27 Nevertheless, the European Parliamenta-
ry Research Service (EPRS) emphasizes that the scope and interpretation 
of many clauses in the GDPR remains to be operationalized through le-
gal challenges and emerging jurisprudence by the European Court of Jus-
tice.106 Moreover, the 2016 Data Protection Directive specifically outlines 
principles for the processing of data by law enforcement agencies in crim-
inal matters, which does not include more substantive guidance on FRT 
technology.107 At present, there is no more comprehensive legislation on 
the use of FRT at EU level. 

*  Big Brother Watch criticized the government for publishing its Biometrics Strategy five years 
after its promised publication showing a lack of concern for the severity of the issue.
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Policy Design Choices

Privacy

Active Consent The South Wales Police watchlists include images of individ-
uals with outstanding warrants, suspects for offenses in the area, and in-
dividuals previously arrested at a certain event.108 The Metropolitan Police 
state that images that may be included in their watchlist include booking 
photos, as well as images taken by the police or the Fixated Threat Assess-
ment Centre, a joint police/mental health unit, with the knowledge of the 
individual.109 With regard to booking photos, the Metropolitan Police argues 
in their Privacy Impact Assessment that the right to privacy in Article 8(1) 
European Convention on Human Rights (ECHR) provides “limited protection 
to the criminal and it is not intended to bar lawful and proportionate law 
enforcement activities.” The South Wales Police similarly emphasizes in 
their Privacy Impact Assessment that the right to privacy guaranteed in 
Article 8(1) ECHR is a limited right.110 However, the custody imaging data-
base presently includes both images of convicted criminals and individuals 
taken into custody but not convicted. Individuals who were not convicted 
have the right to take the initiative to apply for deletion of their image and 
the police retain the image if there is an exceptional reason.19 According to 
research by the Press Association, the number of such deletion requests 
(up to October 2017) was small at 67 with 14 refusals.19 Moreover, Big 
Brother Watch criticized that no police force was able to state how many 
innocent individuals feature in the custody imaging database.67 This data 
retention policy the Home Office conceded upholds a lower standard than 
the more advanced systems storing DNA and fingerprints data.19 To reme-
dy the situation, the Home Office committed to linking booking photos to 
conviction outcomes to facilitate their deletion in the future.18 Moreover, 
the Metropolitan Police was criticized for including individuals with mental 
health challenges who are “fixated” on public figures but not wanted for 
a particular offense in their Remembrance Sunday 2017 trial.62 Overall, 
researchers furthermore criticized that for the purpose of creating watch 
lists, there is “no legal prohibition on police forces taking images from the 
internet or public facing social media.”62 Moreover, there is no indication 
that any of the individuals in the reference storage have been specifically 
made aware that their images are being used in FRT trials.* 

The private company Facewatch proclaims that it holds the “only shared 
national facial recognition watchlist.”95 The watchlist is composed of indi-

*  No such information is included in the Fair Processing Notice.
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viduals Facewatch refers to as Subjects of Interest (SOIs). Both businesses 
who acquire the services of Facewatch’s FRT tool for surveillance of their 
retail space and the police contribute images and basic data (date of the 
offense or suspected offense, picture of the SOI face, SOI name if known, 
short summary of what happened) on individuals “reasonably suspected to 
have committed crime or disorder.” Facewatch considers that confirming 
the authenticity of this information provided by third parties with a dis-
claimer effectively deters the parties from submitting erroneous or mali-
cious information. Moreover, Facewatch itself augments this watchlist with 
images posted on police websites and on the Crimestoppers website. Face-
watch explicitly states that it cannot ask for the consent of the individuals 
because it “would prejudice the purposes of the processing.”112 

Avenues for Objection With regard to biometric data processing, individuals 
have the right to access their data under the provisions of GDPR and the 
Data Protection Act 2018. Aside from an access request, individuals have 
the option to file a complaint regarding the processing of data by a data 
controller with the Information Commissioner’s Office.99 Facewatch also of-
fers members of the public a specific tool to submit a Subject Access Re-
quest on their website to obtain information on whether they are featured 
on the Facewatch watchlist after providing proof of identity and potentially 
a photo.113 

Standards for Access The Metropolitan and South Wales Police* system 
deletes all images captured immediately, except for facial images matching 
the watch list, which are stored for 30 days.83-89 The Leicestershire Police 
maintained none of the data generated as part of the FRT and did not op-
erate with an explicit policy governing who is able to view positive or false 
matches from the FRT test.114 The Metropolitan Police is ambiguous in its 
statements on access to the recorded images, stating in one Freedom of 
Information (FOI) request that only police officers and staff assigned to the 
live FRT deployment have access to the recorded footage and alert imag-
es115 and in another that such images are shared with other police forc-
es.85 In the Privacy Impact Assessment, the Metropolitan Police note that 
there is “no intention of the [Metropolitan Police] to provide wide access to 
this data corporately.”116 Moreover, in their Privacy Notice on the handling 
of personal data in general, the Metropolitan Police reserves the right to 
share data with other law enforcement agencies, both nationally and in-
ternationally, partner agencies working on crime reduction and prevention 
initiatives, and other bodies such as the press, service providers, employ-

*  The South Wales Police maintains a data sharing agreement with the Universities Police 
Science Institute attached to the University of South Wales.
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ers, voluntary sector organisations, financial institutions, and regulatory 
bodies. However, the Metropolitan Police qualifies that all personal data 
including data relevant to FRT is handled in compliance with the 2018 Data 
Protection Act and the EU GDPR and disclosures are always “necessary 
and proportionate” and on a case-by-case basis. Furthermore, the Privacy 
Notice highlights that data is shared, in addition to discretionary data shar-
ing, “when required to (...) by, or under, any act of legislation, by any rule of 
law, and by court order.”117 

Facewatch states with regard to data retention that “every incident is delet-
ed from our live system after a maximum of 24 months and is then backed 
up for 30 days (but not available to data subjects) after which it is perma-
nently deleted.” Furthermore, Facewatch proclaims that the company will 
not share “personal data with third-parties nor will we transfer it out of the 
EU.”118 However, in an extended privacy notice, Facewatch specifies a more 
detailed list of parties with access to its watchlists, which are “only avail-
able to businesses (...) and to police forces and crime prevention organisa-
tions which have entered into legal agreements with (Facewatch).”112

Equity

Biased Enrollment In 2017 to 2018, black individuals were three times 
more likely to be arrested in the UK than white individuals.119 Researchers 
criticize that given the over-policing of minority communities and the use 
of booking photos in FRT watchlists, the enrollment process for law en-
forcement use is thus biased against ethnic minorities.62 Moreover, the fact 
that both individuals convicted of a crime and not convicted of a crime are 
included on watchlists creates a discriminatory impact on individuals who 
have unwarrantedly been taken into custody by police. The Metropolitan 
Police was furthermore subject to criticism for their inclusion of “fixated in-
dividuals”, referring to individuals known to be fixated on public figures, in 
their Remembrance Day 2017 trial, which biased their enrollment practice 
against individuals with mental health conditions.62 

Biased Exposure Based on the most recent edition of the NIST 1-to-1 FRVT, 
a series started in 2017, Idemia’s algorithms exhibit substantial demo-
graphic differences in the false match rates, which are higher for black 
than for white individuals, and higher for females than for males (see Figure 
8).76 In 2010, NEC’s algorithms, in general, have performed reasonably well 
in comparison to other FRT vendors in terms of the difference in accuracy 
between races and gender, but perform substantially on older subjects.120 
The specific NEC NeoFace FRT in use by police departments has not been 
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tested for bias based on demographic characteristics121 and no information 
is available on the performance of the system in use by Facewatch.

Quality Standard Big Brother Watch criticizes police departments for not 
publishing detailed information on FRT performance relative to protected 
categories such as gender, race, and age.62 In response to a FOI question 
on gender or racial bias in the FRT software, the Metropolitan Police refers 
to the assessment of the US National Institute of Standards and Technolo-
gy that 1:N systems are “largely untested for demographic effects”.122 The 
South Wales Police merely stated in response to inquiries regarding gender 
or racial bias that in their 18 months of deployment no bias became evi-
dent without providing evidence or documentation.89 

Figure 8   //            
False Match Rates for 
various FRT algorithms 
(Source: NIST (2019))
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Due Process

Public Consultation Process FOI requests to the Metropolitan Police reveal 
that the procedure preceding the FRT trial included a consultation with the 
Biometrics Commissioner, Surveillance Camera Commissioner, Informa-
tion Commissioner and via liaison the non-profit organization Big Brother 
Watch, and the completion of a Privacy Impact Assessment (PIA) in April 
2017.115,123 Moreover, the Metropolitan Police invites sporadic feedback 
from the public on the FRT trials through a link on the leaflets distribut-
ed at FRT sites.116 The South Wales Police has and continues to consult 
at least 13 stakeholders in the process of its FRT deployments, including 
government agencies such as the Information Commissioner’s Office, the 
Surveillance Camera Commissioner, the Biometrics Commissioner, and the 
Home Office, an academic institute, and various police departments or or-
ganizations.110 However, the South Wales Police does not reference inviting 
feedback from the public and in its Privacy Impact Assessment states that 
public consultation for the “Locate” functionality is difficult because it is 
deployed at “high risk, high profile” events.110 Accompanying the use of 
FRT by the South Wales Police, ethical issues were discussed in five South 
Wales Police Independent Ethics Committee meetings, in which both po-
lice officers and independent members of the committee participate.124,125 
Furthermore, the South Wales Police sought advice from the Surveillance 
Camera Commissioner’s Advisory Counsel held in May 2018 with repre-
sentatives from Liberty and Big Brother Watch.90 The Leicestershire Police 
did not conduct a Privacy Impact Assessment.114 Overall, none of the police 
departments published information on an opportunity for the general pub-
lic to comment on the plans for the trials during a  public comment period 
before the beginning of the trials.

Awareness of Sample Collection The Metropolitan Police notifies the public 
of FRT trials via announcements through the news section on its website,126 
information leaflets handed out to the public, posters placed in and around 
the FRT trial site, and officer engagement with the public at the FRT tri-
al site.83 However, the Privacy Impact Assessment raises concerns as to 
whether the signage was always explicit with regard to the fact that FRT 
was used - example language included in the impact assessment refers 
only to “Police Operation - Cameras in Use”.116 Furthermore, the Metro-
politan Police proclaims that “Anyone can refuse to be scanned; it’s not 
an offence or considered ‘obstruction’ to actively avoid being scanned”.83 
However, media reports state that individuals have been stopped and fined 
for covering their face to avoid scanning during the Metropolitan Police 
trials.127 The South Wales Police notifies the public of live FRT use via an-
nouncements on its social media channels and signage at the FRT deploy-
ment site.89 With regard to the opportunity to object to scanning, the South 
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Wales Police states that “avoidance of [...] cameras in isolation does not 
in itself constitute grounds for search or arrest”.89 Members of the public 
entering a space subject to Facewatch surveillance will be alerted to the 
use of the system by signage as the company states.118 

Arrests & Evidence To the author’s knowledge, there are no court cases 
in which the transparent use of FRT in a two-step technical human review 
process have been the subject of concern.

Figure 9   //  UK Policy Framework Scoring
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PRIVACY

Active Consent Avenues for Objection Standard for Access

1 
No active consent required. 

Both watchlists held by police and 
the private company Facewatch 
include templates obtained from 
individuals who did not explicitly and 
actively consent to being included in 
an FRT reference storage because 
their image is a booking photo, 
uploaded by a business based on 
their CCTV footage. Booking photos 
remain included even for individuals 
not charged with or convicted if a 
crime unless they apply for removal.

2 
Individuals can effectively inquire 
about whether their face is part 
of an FRT reference storage which 
could allow them to object. 

All systems surveyed include a path 
to request information about the 
inclusion of one’s data on an FRT 
watchlist, via an FOI request in the 
case of watchlists maintained by 
public institutions and via a Subject 
Access Request with Facewatch. 
However, no institution clearly pub-
licizes a path to remove one’s data 
from such watchlists.

2 
Information is shared based solely 
on the discretion of the organiza-
tion and in compliance with data 
protection legislation. 

Information sharing occurs largely 
based on the discretion of the police 
forces within the framework of the 
Data Protection Act 2018 and the 
GDPR.

EQUITY

Biased Enrollment Biased Exposure Quality Standard

1 
Population groups differing based 
on a protected category (Article 26 
ICCPR) are treated unequally. 
 
FRT policy did not prohibit the enroll-
ment of individuals based on their 
mental health condition.

1 
Population groups differing based 
on a protected category (Article 26 
ICCPR) are treated unequally. 
 
Based on the bias in policing prac-
tices and the enrollment process 
due to the inclusion of booking 
photos an overrepresentation of im-
ages of individuals from overpoliced 
ethnic minorities, are at a higher 
risk of (mis-)identification.

1 
There is no regard for differential 
performance of FRT based on 
demographic differences. 
 
None of the police forces trialing 
FRT have publicly addressed poten-
tial bias in the software employed.

DUE PROCESS

Public Consultation Awareness Evidence

2 
There was either a stakeholder 
consultation process or a public 
comment period. 
 
Police forces conducted only a for-
mal consultation process of stake-
holders, not the general public.

2 
There is at least one form of com-
munication that a sample is collect-
ed for the purposes of use in 
conjunction with FRT. 
 
At least in one application case, the 
Facewatch tool, individuals are only 
apprised of the use of FRT via one 
channel of communication, signage 
in the area. The most advanced FRT 
deployments by police departments, 
however, feature at least two out-
reach methods.

3 
There is a two-step process fea-
turing human review and it is fully 
transparent to the stakeholders in-
volved in the criminal process (e.g. 
arrestee/defendant, police staff, 
defense attorney, jury, judge).

There are no known incidents of 
arrests or FRT identifications being 
used as evidence in court.

Table 4   //  UK Policy Framework Scoring
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United States

Use Cases

Federal Level

The FBI’s Criminal Justice Information Services (CJIS) Division, the FBI’s 
largest division, began building the Next Generation Identification (NGI) da-
tabase which for the first time included FRT in the form of the Interstate 
Photo System (IPS) at a cost of around $1.2 million in 2010.65,128 The NGI-
IPS system was piloted in 2012 and became fully operational in 2014.129,130 
The NGI-IPS contains three categories of photos: criminal booking photos, 
civil photos submitted as part of background checks or state licensing re-
quirements,74 and probe photos connected to a felony investigation that 
did not produce a candidate for matching which the submitting law en-
forcement agency wishes to retain in the system’s Unsolved Photo File 
(UPF). UPF photos are retained while the criminal investigation to which 
they are connected remains active, which the contributor must verify af-
ter a year. Mugshot images are automatically searched against the UPF.131 
Authorized law enforcement users can search the database of around 51 
million criminal booking photos and additionally request a search against 
the UPF.65,132,133 Law enforcement users are not permitted to search against 
the collection of civil photos.131 In 2016, the NGI-IPS contained around 84% 
criminal and 16% non-criminal photos.10 The FBI uses FRT systems devel-
oped by the Microsoft Azure web services suite and the NEC Integra ID 5 
biometric solution software which offer facial recognition capabilities and 
has run pilots with Amazon Web Services’ Rekognition software according 
to media reports.134 

The FBI states that searches with a “probe” photo against the NGI-IPS firstly 
produce a ranking of potential matches with the caveat that “the response 
should only be used as an investigative lead”.129 In a second step, the re-
sults are further investigated for positive identification.65 Furthermore, the 
NGI-IPS allows text-based search for certain biographic or demographic 
characteristics including sex, race, age, and hair color, which is intended to 
help create photo lineups.131 The photos that are part of the NGI-IPS have a 
standard retention period until “subjects attain 110 years of age or seven 
years after notification of death with biometric confirmation”.131 According 
to the FBI, in 2017, 11 states were connected to the NGI.135  Regarding the 
overall accuracy of FRT searches against the NGI-IPS, the FBI states that 
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a “correct candidate [is returned] a minimum of 85 percent of the time* 
within the top 50 candidates.”135 However, the Government Accountability 
Office (GAO) criticizes the FBI’s accuracy standard pointing out that in the 
practical application, investigators often only generate “the top handful of 
images”.65 The critique moreover states that the FBI does not test its false 
positive rates, which hinder investigative efficiency.65 Additionally, the Elec-
tronic Frontier Foundation (EFF) warns that the median quality of photos 
included in the NGI-IPS database is “well below” the necessary quality for 
maintaining adequate FRT accuracy.65 Finally, the GAO criticizes that accu-
racy tests apply to FRT used by the FBI and not external partners searching 
against its database.65

The FBI CJIS has operated a Facial Analysis, Comparison, and Evaluation 
(FACE) Services Unit since 2011, which provides investigative support by 
comparing “probe” photos against federal and state databases, with po-
tential access to over 411 million images, which include criminal booking, 
visa, driver’s license, and ID photos.10,135,** The FACE Units FRT network in 
2016 contained around 8% criminal, 80% non-criminal, and 12% photos 
for which the classification is unknown.10 For this purpose, the FBI entered 
into memorandums of understanding that allow it to access photo databas-
es of currently at least 18 states.65,136 After entering a probe photo into the 
system generating a list of possible candidates, the FACE unit in a second 
step “generally confirms with the record owner[5] that the record is val-
id and active and requests permission to disseminate the information”137, 
and provides a photo of the most likely candidate to the investigating staff 
for further analysis before deleting all other photos.65 In the first four years 
of the FACE units deployment, it employed FRT for 214,920 searches of 
which only 4% produced likely matches.10 

The Department of Justice (DOJ) through its research, development, and 
evaluation agency the National Institute of Justice (NIJ) supported a project 
with the objective to develop binoculars with integrated FRT capabilities 
for law enforcement purposes in cooperation with the vendor StereoVision 
Imaging, Inc. with $1.4 million between 2010 and 2012.129,138

Furthermore, the U.S. Secret Service (USSS) published a PIA in November 
2018 announcing an FRT pilot to test the technology as part of an en-
hanced security architecture around the White House complex with volun-

*  Currently the FBI FRT’s accuracy is at 86% for a match within the 50 top candidates.

** FBI’s NGI, other federal databases (e.g., Department of State’s Visa Photo File, Depart-
ment of Defense’s Automated Biometric Identification System, Department of State’s Passport 
Photo File), and state photo repositories (e.g., select state Departments of Motor Vehicles)
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teer employees.139

State & Local Level

At least 40 states use or have used FRT either within their driver’s license 
administration or for the purposes of law enforcement in the context of 
criminal investigations or corrections facilities (see Appendix).10,140 At least 
26 or 65% of these states that use FRT allow law enforcement searches 
against driver’s license or ID photo databases.10 In addition to the FBI, 
some state and local jurisdictions open their FRT systems to a number 
of other federal agencies, including the Department of Defense, the Drug 
Enforcement Administration, Immigration and Customs Enforcement, the 
Internal Revenue Service, the Social Security Administration, the U.S. Air 
Force Office of Special Investigations, and the U.S. Marshals Service.10 
State and local jurisdictions vary in the rate at which they make use of 
their FRT capabilities with a range of around 350 to 8,000 searches per 
month.10 Moreover, in at least 36 states, state or local law enforcement 
agencies have run or actively run FRT searches.10 29 state and local ju-
risdictions limit their FRT searches to the context of stops, arrests, and 
investigations in which a probe photo is compared against a booking photo 
database.10 Another 19 agencies in eight states allow and expand such 
FRT search activity to the driver’s license and ID databases which they 
have access to.10 Moreover, at least 5 state or local law enforcement agen-
cies made plans to establish real-time live FRT capabilities including the 
Los Angeles Police Department, which claims to have such a system in 
use.10 Jurisdictions vary substantially in the requirements for accuracy they 
establish in the FRT procurement process ranging from no requirements, 
for example, in Los Angeles County or Ohio, to a specific set of minimum 
thresholds and required documentation, for example, in San Francisco.10 

40
States provide or have provided 
federal, state, and/or local law 
enforcement agencies access 
to FRT databases

14
States provide or have provided 
access to the FBI and state or 
local law enforcement agencies

22
States provide or have provided 
access only to state or local law 
enforcement agencies

4
States provide or have provided 
access only to the FBI

3
States provide or have provided 
access only to the DMV

Figure 10  //     
FRT Use by State
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The following three case studies highlight the variety of FRT use practices 
at the state, county, and city level:

State Level: Florida

Florida maintains the Face Analysis Comparison & Examination System 
(FACES), an FRT network which 243 state, local, and federal law enforce-
ment agencies have access to.10,141,142 The FACES system was initiated 
and continues to be hosted as one of the first FRT systems nationwide in 
2001 by the Pinellas County Sheriff’s Office (PCSO).10,141,143 The number of 
searches run against the system, recorded at almost 8,000  searches per 
month in 2016, places the FACES system at the top end of the spectrum 
across the nation.10 Jennifer Lynch, a privacy advocate with the EFF who 
testified twice in congressional hearings on facial recognition technology, 
states that the FACES system is “the most advanced face recognition sys-
tem of any state in the country” and describes it as “the longest-running 
and most robust.”144 Included in the FACES system are over 11 million law 
enforcement and 22 million Florida driver’s license and ID photos.10,142 To 
run searches against its extensive database, the FACES system used to em-
ploy software developed by Viisage and now switched to the use of Morpho-
Trust’s FRT software.10,145 Moreover, Tampa, FL, drew criticism for a month-
long public trial of FRT software at the 2001 Super Bowl and with around 
36 cameras as part of the infrastructure in the Ybor City district.146–149 The 
FRT used was provided by Visionics Corporation free of charge for a year.149

County Level: Maricopa County

Among the earlier adopters, the Maricopa County Sheriff’s Office (MCSO) 
began using FRT in 2006 according to public records requests.10,150 Media 
reports suggest that pilot programs started as early as 2002 for use in 
jails and schools for the purpose of missing children investigations, which 
was heavily criticized by the American Civil Liberties Union (ACLU).151,152 The 
MCSO actively enrolls individuals booked into jail into the FRT-searchable 
database.153  In addition to a total of at least 3.2 million Arizona booking 
photos and 1.5 million booking photos from the DOJ’s Federal Joint Auto-
mated Booking System, the FRT database contains at least 14.5 million 
driver’s license photos as every Arizona driver who is issued a driver’s li-
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cense is automatically enrolled.10 Additionally, in 2007, the MCSO obtained 
booking photos and all driver’s license photos from the Honduran govern-
ment, a major source country of immigration to Arizona,154 which were sub-
sequently enrolled in the FRT database.10* An internal MCSO memo states 
that the “Honduran Federal Police have advised that they will also attempt 
to secure at least the criminal booking records of the other Central Ameri-
can nations of El Salvador, Nicaragua, and Guatemala.”150,158 In exchange, 
the Maricopa Chief Deputy County Attorney who pledged $60,000** in ad-
dition to MCSO funds for the expansion of the Arizona and the construction 
of a Honduran FRT unit.150 Moreover, according to a practice notice, “the 
FBI, [Department of Homeland Security] DHS, the US Marshals Service, 
and several other federal agencies contributed photographs from the vari-
ous criminal most wanted lists that they maintain.”159 In compiling the FRT 
database, MCSO has cooperated with the Arizona Counter-Terrorism Infor-
mation Center (ACTIC).159 Public records requests and media reports reveal 
that initially, the FRT in use by the MCSO was provided by Hummingbird 
Defense Systems, potentially donated free of charge for pilots, but the re-
cords do not confirm which system is currently in use.10,151,160 The software 
and algorithm employed by Hummingbird Defense Systems were, to the 
author’s knowledge, never evaluated by NIST and are reported to perform 
at a level far below the standards set by competitors160 and were described 
as very difficult to use effectively by the MCSO staff.161 An internal memo 
states that in the first four years of the FRT system’s operation resulted 
in only around 15 to 20 identifications.161 To operate its FRT system, the 
MCSO maintains a Facial Recognition Unit similar to the FBI’s FACE Unit, 
that is specifically tasked with running FRT searches upon request, review 
the results, and with supervisor approval return leads to investigators.10

City Level: Seattle

The Seattle Police Department (PD) launched its FRT system, the Book-
ing Photo Comparison Software (BPCS), in 2014 in cooperation with South 
Sound 911, a local intergovernmental organization connecting five 911 
agencies.10,162 The collective FRT database contains at least 350,000 

*  Then Maricopa County Sheriff Joe Arpaio gained notoriety due to his extreme positions on 
law enforcement and immigration. His leadership of the MCSO resulted in a 2011 DOJ inves-
tigation concluding that Maricopa County shows the worst pattern of racial discrimination by 
law enforcement in US history  and his 2017 conviction for contempt of court for refusing 
to follow court orders to stop racial profiling practices for hwhich he was later pardoned by 
President Donald Trump.

** The funding was stated to be derived from grants awarded under the Racketeering Influ-
enced and Corrupt Organizations Act (RICO).
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booking photos from three counties, Snohomish, King, and Pierce, and is 
accessible to at least eight local law enforcement agencies.10,163 Underlying 
the BPCS system’s FRT capability is software procured from NEC.164 For 
comparisons against the BPCS database, staff download a probe photo 
into the system, compare it against photos in the database, and “present 
the images of any possible suspect(s) to the investigating officer/detec-
tive.”164 Contracts obtained by researchers showed that South Sound 911 
likely purchased a software capable of real-time recognition from live-feed 
video footage but the Seattle PD has prohibited this application.10 However, 
probe photos submitted to the system may include screenshots from video 
footage captured by body-worn cameras that all front-line Seattle PD police 
officers are equipped with since 2017.165 The Seattle PD Police Manual 
mandates that any data related to such BPCS searches may only be re-
tained for 42 months.164 Importantly, the Seattle City Council takes an ef-
fective interest in the deployment of the system in accordance with societal 
values and made the FRT program funding conditional on a policy review 
and approval by the ACLU of Washington.10 In 2014, after recommending 
changes to the BPCS use policy, the ACLU of Washington confirmed its ap-
proval of the FRT system.166

Regulatory Policies

Federal Level

Legislation

The FBI states that its mandate as described in the US Code and the Code 
of Federal Regulations justifies the activities of its FACE Unit,*135 and ad-
ditionally references the USA PATRIOT Act and several executive orders as 
the legal basis for the operation of the NGI-IPS system.**131 All federal agen-
cies collecting, using, and storing personal information need to comply with 
the 1974 Privacy Act and the 2002 E-Government Act.130 The Privacy Act167 
governs the government use of general systems of records for personal 

* The FBI in its privacy impact assessment for the FACE Unit specifically references United 
States Code (U.S.C) Sections 533 and 534; Title 28, Code of Federal Regulations Section 
0.85; Title 42, U.S.C. Section 3771; and Title 18, U.S.C. Chapter 123.

**  The FBI in its privacy impact assessment for the NGI-IPS system specifically references 28 
U.S.C. §§ 533, 534; 42 U.S.C. § 3771; 44 U.S.C. §3301; Uniting and Strengthening America 
by Providing Appropriate Tools Required to Intercept and Obstruct Terrorist (USA PATRIOT) 
Act of 2001, Pub. L. No. 107-56, 115 Stat. 272 (2001), Executive Orders 8781, 8914, and 
10450, 28 CFR 0.85, 20.31, 20.33.
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information linking, for example, biometric information with the identity of 
a person and mandates that the public is informed about the use of such 
systems via Systems of Records Notices (SORN). However, it only applies 
to federal agencies and US citizens and permanent residents.168 Moreover, 
the Privacy act features a general exemption for criminal law enforcement 
records.168 In 2016, the FBI successfully sought a specific exemption for the 
NGI from the Privacy Act, justified as “necessary to avoid interference with 
the Department’s law enforcement and national security functions and re-
sponsibilities of the FBI.”169,170,169,171 Specifically, the rule changes prevent 
individuals from accessing information pertaining to them in the NGI, for 
example, to correct erroneous entries.171 Along with over 100 public com-
ments on the rule change invited by the DOJ,169,170 45 organizations rights 
advocacy and private sector organizations addressed a letter to the DOJ ex-
pressed their concern with regard to the proposed exemption and criticize 
the rule change as “an extraordinarily broad proposal, and the system it 
affects is extraordinarily sensitive –particularly for the communities it may 
affect the most.”171 Nevertheless, the proposed rule change came into ef-
fect in August 2017.170,172 More specifically, the 2002 E-Government Act173 
pertains to the management of personal information through information 
technology and requires that before the procurement or development of 
new technology, the public must be informed via a PIA.130 The White House 
Office of Management and Budget (OMB) oversees enforcement, which has 
been referenced as “extremely deferential to agencies exercising their pow-
ers of exemption.”168

Furthermore, in the area of regulating identification modalities, which are 
closely related to issues around FRT, the 1994 Driver’s Privacy Protection 
Act (DPPA) mandates that state departments may only disclose personal 
information connected to driver’s license and ID cards for use “by any gov-
ernment agency, including any court or law enforcement agency, in carry-
ing out its functions.” This exception to a general ban on sharing personal 
information applies especially facial images, which meet DPPA’s definition 
of “highly restricted personal information.”140,174 Moreover, the 2005 REAL 
ID Act governs the issuance of driver’s licenses and ID cards establishing 
a federal standard for documents that are accepted for “official purposes”, 
including entering federal facilities or boarding commercial aircrafts.175 
Part of the federal minimum standard established in the REAL ID Act is the 
requirement of a facial image for each application, which prevents states 
from granting exceptions to individuals with religious objections or physical 
disabilities, as 32 states have done in the past.140

With regard to a future-facing strategy to address the challenges raised by 
emerging technologies such as AI-enabled FRT, the U.S. House of Repre-
sentatives Subcommittee on Information Technology of the Committee on 
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Oversight and Government Reform published a report on the impact of AI 
on US policy.176 The policymakers recommend that “federal agencies review 
federal privacy laws and regulations to determine how they may already 
apply to AI technologies within their jurisdiction, and, where necessary, 
update existing regulations to account for the addition of AI.176 Moreover, 
the report calls on government agencies to engage in “discussions on how 
to identify bias in the use of AI systems, how best to eliminate bias through 
technology, and how to account for bias.”176 Two bills pertaining to the use 
of FRT by government agencies have been introduced in Congress and 
are currently in committee. In November 2017, Rep. Eleanor Norton (D-
DC) introduced the Federal Police Camera and Accountability Act of 2018 
(H.R.7156) which was last referred to the House Committee on the Judi-
ciary. The bill would create a mandate for body and dashboard cameras 
but prohibit the use of FRT for these cameras and only allow the use of 
FRT on video footage with a specific warrant or court order.177 In January 
2019, Rep. Steve Cohen (D-TN) introduced the Police CAMERA Act of 2019 
(H.R.120), which would allow DOJ grantmaking for the purchase of body 
cameras and place limitations on the use of FRT in conjunction with such 
cameras, and was referred to the Subcommittee on Crime, Terrorism, and 
Homeland Security.178 

Jurisprudence

To date, no judicial case has addressed how fundamental rights protections 
apply to the use of FRT and the new risks it creates. While legal research 
highlights that at the federal level, there exists no explicit right to privacy in 
the US,179 the Fourth Amendment to the US Constitution provides the “right 
of the people to be secure in their persons, houses, papers, and effects, 
against unreasonable searches and seizures.”180 Jurisprudence has yet to 
establish if certain use cases of FRT by government agencies constitute a 
“search” and whether that search is to be considered “unreasonable.”179 A 
series of cases have established case law around issues that are tangen-
tial to FRT and delimit the space in which jurisprudence on the use of FRT 
in law enforcement will likely develop:

Katz v. US (1967)181  In the case, the question at issue was whether an external wiretap 
on a public pay phone constitutes a search protected by the Fourth Amendment. Justice 
Harlan introduced the concept of a “reasonable expectation of privacy” that may exist 
even with no intrusion into physical space, and that a violation which constitutes uncon-
stitutional “search and seizure” under the Fourth Amendment, “which protects “people, 
not places.”181 
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Terry v. Ohio (1968)182  In deciding whether a stop-and-frisk search on the street is in vio-
lation of the Fourth Amendment, the US Supreme Court held that a reasonable suspicion 
of past, present, or future criminal activity suffices to justify the search under the Fourth 
Amendment.182

United States v. Dionisio (1973)183  In Dionisio, the US Supreme Court decided whether a 
grand jury subpoena for the production of voice exemplars violates Fourth Amendment 
rights. In its decision against such a violation, the court stated that “like a man’s facial 
characteristics, or handwriting, his voice is repeatedly produced for others to hear. No 
person can have a reasonable expectation that others will not know the sound of his 
voice, any more than he can reasonably expect that his face will be a mystery to the 
world.”183

US v. Knotts (1983)184  Knotts addressed the question of whether a tracking beeper in-
stalled on an item sold to an individual violates their Fourth Amendment rights. The US 
Supreme Court held that there can be no reasonable expectation of privacy for move-
ments in public* that would be visible to an observer, and that “nothing in the Fourth 
Amendment prohibited the police from augmenting their sensory faculties with such en-
hancement as science and technology afforded them in this case.”184

Kyllo v. United States (2001)186  The US Supreme Court in Kyllo deliberated whether using 
a thermal imaging device to detect heat signatures emanating from a private home is in 
violation of the Fourth Amendment. The court held that for government use of devices 
“not in general public use,” gaining information on the home “that would previously have 
been unknowable without physical intrusion” constitutes a search.186

Hiibel v. Sixth Judicial District Court (2004)187  In Hiibel, the US Supreme Court addressed 
whether the refusal to identify oneself to a police officer is protected by the Fourth and 
Fifth Amendment, the right to refrain from self-incrimination. The court’s holding affirms 
that demanding to identify oneself upon reasonable suspicion of criminal conduct is min-
imally intrusive and does not violate Fourth Amendment rights.187,188

Illinois v. Caballes (2005)189  Caballes required the US Supreme Court to address the 
question of whether reasonable suspicion is necessary for a canine sniff during a routine 
traffic stop to be constitutional under the Fourth Amendment. The court held that a legit-
imate interest in privacy was not at risk because a canine sniff could only reveal illegal 
substances.189

* In the court’s argument, the distinction between public and private space is key as their US v. Karo (1984)  
decision highlights, in which a beeper was installed in a private home.  Similarly, the US Supreme Court held 
in several cases that aerial surveillance of what a private citizen could see from air space does not constitute a 
Fourth Amendment violation. The US Tenth Circuit Court held this arguments for surveillance cameras mounted 
on poles covering an area visible to passersby.  
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US v. Jones (2012)190  In US v. Jones, the US Supreme Court discussed whether a GPS track-
ing device installed in a car is a Fourth Amendment search. In speaking for the majority, Jus-
tice Scalia affirmed that placing the GPS tracker constituted trespass and in combination 
with gathering information on the car’s location, a Fourth Amendment search.191

Maryland v. King (2013)192  The US Supreme Court in Maryland v. King debated whether 
collecting DNA samples from individuals arrested for but not convicted of serious crimes 
was in violation of the Fourth Amendment. The court held that “analyzing a cheek swab of 
the arrestee’s DNA is, like fingerprinting and photographing, a legitimate police booking 
procedure that is reasonable under the Fourth Amendment.”

Carpenter v. US (2018)193  At issue in Carpenter was the question whether obtaining cell 
phone records revealing location and movements of an individual violates the Fourth 
Amendment. According to the US Supreme Court’s holding, analyzing cell phone records 
constitutes a search because while an individual may be aware of the fact that a third 
party maintains such records, the information is not affirmatively disclosed.193 Amendment 
prohibited the police from augmenting their sensory faculties with such enhancement as 
science and technology afforded them in this case.”184

Current case law therefore gives indications for characteristics of interven-
tion that are critical to the question whether or not the activity is in viola-
tion of the Fourth Amendment, including whether the information collected 
was in a public or private space, on a single movement or all movements 
over an extended timeframe, or how intrusive the collection of information 
was. However, in a 2012 hearing on FRT in front of the Senate Judiciary 
Committee, Sen Al Franken highlighted one of the underlying conundrums 
in applying Fourth Amendment case law to FRT: “Current Fourth Amend-
ment case law generally says that we have no reasonable expectation of 
privacy in what we voluntarily expose to the public; yet we can hardly leave 
our houses in the morning without exposing our faces to the public.”129

Policies

In 2016, researchers found that of a sample of 52 government agencies 
using FRT, only 10% had a publicly available use policy.10 In 2017, with a 
grant from the DOJ’s Bureau of Justice Assistance and DHS,  “state, local, 
and federal law enforcement, privacy, and criminal justice partners, prac-
titioners, and subject-matter experts” in a Face Recognition Policy Group 
have developed a policy template with best practices for the use of FRT in 
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law enforcement absent regulation.56 In its structure, the template broadly 
adheres to the internationally recognized Fair Information Practice Princi-
ples (FIPPs), as formulated by the DHS.56  The template emphasizes the 
importance of an FRT use policy as part of an “ongoing entity privacy pro-
gram cycle.”56 Stages of the cycle include (1) raising awareness for and (2) 
assessing risks to privacy, civil rights, and civil liberties, (3) creating a pol-
icy, (4) evaluate the policy in a community engagement process, (5) train 
personnel, (6) conduct an annual review, and (7) audit the FRT system.56 
The template strongly encourages agencies to make their FRT policy avail-
able to the public.56 Moreover, the recommended language in the template 
extends the FRT policy to third parties, establishes training requirements 
and accountability for governance and oversight, and procedures to ensure 
the protection of data against security breaches.56 With regard to the de-
ployment of mobile FRT in public, the group and template take the position 
that “the individual has no reasonable expectation of privacy.”56 Moreover, 
the policy template recommends specifying a policy for disclosure or cor-
rections requests and for the retention of FRT-related information.56 

State & Local Level

Beyond the federal level, states and local jurisdictions may elevate the 
standard of rights protections if they so choose. Some states grant an 
explicit right to privacy, including California (California Constitution Art. I 
§1),194 Florida (Florida Constitution Art. I §23),195 and Montana (Montana 
Constitution Art. II §10),196 and less than a third of states have own privacy 
laws.179 In 24 states, “stop and identify” laws require lawfully detained indi-
viduals to identify themselves.140 At present, however, no state has passed 
comprehensive legislation regulating the governmental use of facial rec-
ognition technology (see Appendix). Wisconsin has prohibited the use of 
driver’s license and ID photos from the DMV database in a photo lineup 
or array (WI Stat Ann § 343.237 & 165.8287 (2018)).197,198 Legislation 
specific to the use of body-worn cameras effectively banning the use of 
FRT on body-worn camera footage has been enacted in two states,* New 
Hampshire (NH Rev Stat § 105-D:2 (2016))201 and Oregon (OR Rev Stat § 
133.741 (2017)).202,203 Moreover, Maine (ME Rev Stat 25 § 4501 (2015))204 
and Vermont (VT Stat Ann 20 § 4622 (2018))205 restrict the use of FRT in 
drones. Michigan (MI Compiled Laws Section 28.243 (2018))206 mandates 
that biometric data is destroyed for individuals not charged or found inno-
cent. Moreover, in four states lawmakers introduced bills on the use of FRT 
by law enforcement agencies**: 

*  Three states, Illinois, Texas, and Washington have passed Biometric Information Privacy 
Legislation which is, however, only applicable to commercial applications.199,200

**  Related bills that are currently discussed include proposals to regulate the use of FRT 
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Comprehensive Bills  In Massachusetts, S 1385 would ban FRT without 
statutory authorization.214 New York legislators are debating Assembly Bill 
A1692, which would ban FRT without legal authorization issued by a court 
of competent jurisdiction.215 Texas’ Senate Bill SB 485 would require a war-
rant, arrest or proximity to the national border for law enforcement agen-
cies to collect biometric identifiers.216 In Washington, Senate Bill SB 5376 
and SB 5528 address the issue of regulating FRT more comprehensively. 
Senate Bill SB 5376 would establish protections for personal data, includ-
ing prohibiting the use of FRT by government agencies for surveillance in 
public spaces except for law enforcement or in an emergency and with an 
analysis by the Office of Privacy and Data Protection.217 SB 5528 would 
more specifically prohibit the government use of an FRT system.218 Michi-
gan furthermore operates FRT with a policy safeguards against misuse and 
their policy of removing anyone who hasn’t been convicted of a crime from 
an FRT database.65

Body-Worn Camera Bills and Drone Camera Bills In California Assembly Bill 
AB 1215219 and in Massachusetts House Bill HB 2120220 would prohibit the 
use of FRT in connection with officer cameras. Moreover, Massachusetts 
(SB 1447),221 New York (A 4030),222 and Minnesota (SF 1430)223 debate 
prohibiting the use of FRT in drones.

or collection of biometric information by schools in New York (A 6787)205 and Missouri (HB 
783),206 or private parties such as retailers or employers in California (AB 1281),207 Connecti-
cut (HB 5333),208 New Hampshire (HB 536),209 and Oregon (SB 284).210 Moreover, Washington 
is considering wide-ranging legislation on automated decision making (HB 1655).211

6
States have passed legislation 
regulating the use of FRT by law 
enforcement agencies

5
States are debating legislation 
regulating the use of FRT by law 
enforcement agencies in the 
state legislature

Figure 11  //                          
FRT Regulation across States
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Transparency Bills  Massachusetts legislators are currently debating Sen-
ate Bill SB 1429 that would require the Department of Motor Vehicles 
(DMV) to post notices at all driver licensing offices, make written informa-
tion available, and provide information on the department web site regard-
ing investigative or law enforcement officers’ searches of driver’s license 
and ID photos through targeted FRT.224 Moreover, Vermont in House Bill 
H470 considers  requiring specific authorization from the General Assem-
bly prior to law enforcement using technology such as FRT.225

At the local level, cities have moved faster on the issue of regulating FRT 
than states. In California, Berkeley has passed the 2018 Surveillance Tech-
nology Use and Community Safety Ordinance mandates that the purchase 
of surveillance technology including FRT requires approval by the city coun-
cil.226 Similarly, San Francisco and Oakland are in the process of passing 
laws regulating the use of FRT. San Francisco’s  Stop Secret Surveillance 
Ordinance, which is about to be passed, places restrictions on the collec-
tion and use of biometric data by city departments and bans the use of 
FRT.227–230 Oakland, a similar ban on the use of FRT passed the city’s Priva-
cy Commission and is now transferred to the Public Safety Committee and 
the Oakland City Council.231 Moreover, Cincinnati has a policy banning the 
use of FRT on stored body-worn camera footage, with no explicit provisions 
for live video, however,232 and Seattle made funding for FRT use in law en-
forcement conditional on approval by the ACLU.10

Policy Design Choices

Privacy

Active Consent For an individual to give active consent the individual must 
have (1) received notice of an intervention and (2), given that notice, con-
sented to their involvement in the intervention. FRT systems in use by law 
enforcement agencies in the US include both criminal images, such as 
booking photos, and non-criminal or civil images, such as driver’s license 
or ID photos. In the US, booking photos are subject to limited data priva-
cy protections: In 49 states, booking photos are part of the public record 
and even the reposting of other individuals’ booking photos is generally 
considered protected by the right to freedom of speech under the first 
amendment.233–235 However, while an argument may be constructed that in 
balancing the public interest and the privacy rights of convicted criminals 
these privacy rights may reasonably be limited, it is important to emphasize 
that booking photos include a substantial number of images of individuals 
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who were arrested but not found guilty of any offense.236 Only the Michigan 
State Police deletes booking photos for individuals not charged with or con-
victed of a crime.10 EFF’s Jennifer Lynch states that at the federal level, “at 
least 50 percent of FBI’s arrest records fail to include information on the 
final disposition of the case—whether a person was convicted, acquitted, or 
if charges against them were dropped.”65 It is problematic that the fact that 
an individual is arrested, which is highly related to policing practices and 
may be found to be unwarranted at later stages in the criminal process, 
creates a risk to the full enjoyment of the individual’s privacy rights, for ex-
ample, in the context of an FRT system. Similarly, individuals registering for 
a driver’s license or ID should in no way be restricted in their exercise of pri-
vacy rights. Nlets, a private not for profit interstate justice and public safety 
network created by the 50 state law enforcement agencies and owned by 
the States, included a statement in its Privacy Impact Assessment Report 
for the Utilization of Facial Recognition Technologies that raises doubt with 
regard to the commitment to protecting privacy rights even for civil photos:

“Nevertheless, there may be drawbacks to providing the public with 
notice that facial images will be collected in the field and can be sub-
mitted to a state DMV for comparison by a facial recognition system. 
Such notice may add to the controversy surrounding the REAL ID Act. 
It may also increase public scrutiny of police-citizen interactions. A 
notice might also inform the public that long range lens photos might 
also be used to identify people who have not been detained by law 
enforcement officers.”140

At the agency level, available evidence suggests that effective require-
ments for active consent for the enrollment of individuals in FRT databases 
are lacking beginning with a lack of notice to the individual. The FBI states 
in the privacy impact assessment for the NGI-IPS states that notice is given 
broadly in the SORN and PIA and specifically in a Privacy Act statement to 
individuals with civil photo entries but not to individuals with criminal photo 
entries “because notice is not generally provided to subjects of mugshots” 
(see Table 5).131 The FBI’s FACE unit also states that no notice is provided 
to the data subjects because “probe photos are potential subjects, victims, 
or witnesses of/to federal crimes that have been collected pursuant to 
authorized FBI investigations.”137

X Yes, notice is provided pursuant to a system of records notice published in the Federal 
Register and discussed in Section 7.  Further notice will be provided by this PIA.

X Yes, notice is 
provided by 
other means.    

Specify how:  Civil applicants whose photos are submitted 
to NGI will be provided with notice via a Privacy Act state-
ment on a hard copy or electronic form.  Notice is also 
given by the publication of this PIA.

Table 5   //                                 
FBI NGI-IPS Notice Policy I 
(Source: FBI (2016))

Indicate whether individuals 
will be notified if their informa-
tion is collected, maintained, 
or disseminated by the system. 
(Check all that apply.)
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X No, notice is 
not provided.

Specify why not:  Individuals in the Criminal Identity Group 
will not receive additional notice because notice is not 
generally provided to subjects of mugshots.       

Moreover, the FBI states that arrested individuals so not have the oppor-
tunity to object to the enrollment in the FRT system “because arrested in-
dividuals do not have the opportunity to decline mugshots.” With regard to 
individuals in civil photos, the FBI recognizes a right to refuse enrollment, 
however, the FBI qualifies that the refusal may limit the individual’s access 
to other benefits, for example, when submitting a photo is required for em-
ployment or licensing (see Table 6).131 

X Yes, individuals have the 
opportunity to decline to 
provide information.

Specify how:  Civil applicants may decline to submit 
photos; however, agencies may require photos as a 
prerequisite for employment and licensing.             

X No, individuals do not have 
the opportunity to decline to 
provide information.

Specify why not:  Individuals in the Criminal Identity 
Group cannot decline to submit photos because 
arrested individuals do not have the opportunity to 
decline mugshots.

At the state and local level, notice and active consent are similarly problem-
atic. In Florida, for example, the Department of Highway Safety and Motor 
Vehicles has not provided notice to drivers issued a driver’s license that 
their facial image is automatically enrolled in an FRT network.141 In Marico-
pa County, AZ, and Seattle, WA, notice is provided through a policy state-
ment on the website.153,164 However, in the case of Maricopa County, it is 
unclear whether the notice was timely at the beginning of the FRT program 
in 2006 - the current policy number DO-3 from 2011, in which the use of 
FRT is mentioned supersedes an earlier version of the policy from the year 
2000. There is furthermore no evidence that Maricopa County provided no-
tice to Honduran individuals whose images were enrolled in the FRT data-
base in 2007. Seattle, however, has been actively establishing procedures 
to increase transparency in the handling of personal information in the 
framework of its Privacy Program. In particular, the city’s 2017 Surveillance 
Ordinance 125376 makes information on surveillance technologies includ-
ing FRT and the review processes easily accessible to the public.237,238 

However, even effective notice is only a necessary but not sufficient part of 
obtaining active consent. The Federal Trade Commission in a hearing be-
fore the Senate Judiciary Committee emphasized that data subjects must 
have a meaningful choice regarding the personal information collected 
from them, which “at a minimum [...] means [...] that a disclosure has to 

Indicate whether and how indi-
viduals have the opportunity to 
decline to provide information.

Table 6   //                               
FBI NGI-IPS Notice Policy II 
(Source: FBI (2016))
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be provided very clearly outside the privacy policy.”129 Jurisdictions may re-
quire photos not only in the criminal justice process but also in the context 
of driver’s license and ID applications, especially in states complying with 
the REAL ID Act. Even assuming that an individual received notice, this 
circumstance may make active consent to FRT the prize for due process 
rights, as well as the privilege of obtaining an ID, driving, or even voting.10

Avenues for Objection No legislative protections safeguard the rights of 
data subjects to access and correct their personal information because the 
applicable 1974 Privacy Act applies only to federal agencies and the FBI’s 
NGI-IPS system has been granted a specific exemption. Therefore, rights 
to object to the governance of personal data are currently largely subject 
to agency policies. The FBI provides a procedure for individuals to access 
their personal information under the Freedom of Information Act, and cor-
rect information under the Code of Federal Regulations (28 C.F.R. part 16, 
subpart D) pursuant to the Privacy Act. The procedural steps involve an 
application directly to the agency that contributed the questioned informa-
tion, either directly or forwarded by the FBI’s CJIS Division, requesting that 
agency to verify or correct the challenged entry. However, verification or 
correction does not necessarily imply that individuals can object to the use 
of their data for FRT purposes. Moreover, biometrics in the FBI’s NGI-IPS 
“may be removed from NGI earlier than the standard NARA retention period 
pursuant to a request by the submitting agency or the order of a court of 
competent jurisdiction.”131 At the state and local level, it may be possible 
for an individual, depending on the context of their situation, to seek an 
expungement of their criminal record pursuant to state law.239 

Standards for Access Given the lack of more comprehensive regulation, 
the number and type of agencies granted access to FRT systems varies by 
jurisdiction (see Appendix). The FBI’s exemption of the NGI-IPS system from 
the Privacy Act includes the requirement to use of FRT has been exempt 
from the states the following general information sharing policy for NGI-IPS: 
“Criminal Identity face and SMT photos will also be shared with federal, 
local, state, tribal, foreign, international, and joint agencies for criminal jus-
tice initiatives and national security matters as permitted by federal and 
state statutes, federal and state executive orders, or regulation or order by 
the Attorney General” (see Table 7).131 Moreover, the FBI emphasizes that 
“agencies requesting and receiving photos [from the IPS] will be subject 
to training and audit requirements by the applicable CJIS Systems Agency 
(CSA) and periodic FBI audits.131 In particular, “agencies requesting and 
receiving biometric identifications will be trained by the CJIS Systems Agen-
cy, which has overall responsibility for the administration and usage of 
the CJIS programs that operate in a particular state.”131 Moreover, the FBI 
states that “access to NGI is controlled through extensive, long-standing 
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user identification and authentication procedures.”131 Florida, to train the 
over 5,300 officials with access to the FACES system,10 online user training 
was made available within the user interface.142 No information on training 
requirements in Maricopa County, AZ, or Seattle was available.

Recipient
How information will be shared

Case-by-case Bulk transfer Direct access Other (specify)

Within the component X         

DOJ components X         

Federal entities X         

State, local, tribal gov’t 
entities

X         

Public         

Private sector         

Foreign governments X Canada         

Foreign entities X     

Other (specify):         

The EFF furthermore highlights the substantial number of attacks on and 
breaches of government agency data storage, which is highly problematic 
considering the sensitive nature of the information stored in FRT databas-
es.65 Media reports suggest that, for example, the MCSO has in the past 
struggled with data protection provisions. ProPublica and the Center for 
Investigative Reporting revealed a possible data breach in 2007 as a Chi-
nese national who had not passed a vetting process before working for 
ACTIC with sweeping access to the FRT database left to return for China 
potentially with protected information. Moreover, ProPublica’s research 
suggests that there have been deliberate efforts within the MCSO to cover 
up instead of communicating the potential data breach.160

Equity

Biased Enrollment  Policing practices in the US disproportionately affect mi-
nority communities.240 Research shows that individuals from racial minority 
groups are substantially more likely to be pulled over,241,242 searched,242–244 
arrested,245–247 incarcerated,248 and wrongfully convicted249 than white in-
dividuals.247 In 2017, 27.2% of individuals arrested in the US were black 
despite the fact that only around 13.4% of the population is black.250,251 In 
Florida, black arrestees made up 34% percent of arrestees, with 16.9% of 
black individuals as a share of the total population.252,253 Maricopa Coun-
ty, AZ, access all of Arizona’s booking photos, black individuals constitute 

Indicate with whom the com-
ponent intends to share the 
information in the system 
and how the information will 
be shared, such as on a case-
by-case basis, bulk transfer, 
or direct access. 

Table 7   //                               
FBI NGI-IPS Notice Policy III 
(Source: FBI (2016))
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5% of the total population but 12.5% of arrestees.254,255 In King County, 
which Seattle is a part of, 26.0% of booked individuals are black whereas 
only 6.8% of the population is black.256,257 Regardless of whether such po-
licing activity results in findings of wrongdoing, and numerous studies247 
show that searches of minority groups are less likely to result in finding 
contraband,241,242,244,258,259 police contact negatively impacts every aspect 
of an individual’s life. In particular, at least 30% of arrests never lead to a 
charge or conviction.74 In the context of enrollment in FRT systems, higher 
rates of arrests, including wrongful arrests, lead to an overrepresentation 
of minorities in FRT databases.10 Moreover, the blanket enrollment of Hon-
duran driver’s and arrestees in Maricopa County’s, AZ, FRT database has 
caused overrepresentation specifically of Hispanic individuals in the data-
base. Outside the law enforcement use context, NIST, the agency hosting 
the Facial Recognition Vendor Test (FRVT) has been heavily criticized for 
its practice of enrolling images from vulnerable populations in its vast test 
datasets, including “images of children who have been exploited for child 
pornography; U.S. visa applicants, especially those from Mexico; and peo-
ple who have been arrested and are now deceased.”59    

Biased Exposure  In the US, the FRT algorithm developed by MorphoTrust 
USA, now Idemia, dominates the public use market and is employed by 
the majority of state driver’s license databases, federal and state law en-
forcement agencies, including the FBI and Florida’s FRT systems.74 Based 
on the most recent edition of the NIST 1-to-1 FRVT, a series started in 
2017, Idemia’s algorithms exhibit substantial demographic differences in 
the false match rates, which are higher for black than for white individuals, 
and higher for females than for males (see Figure 8).76 NEC’s algorithm in 
use in Seattle has not yet been tested for its performance across demo-
graphic groups.121 The Hummingbird system that used to and may still be in 
use in Maricopa County, AZ, is particularly problematic - to the best of the 
author’s knowledge, it has never participated in a NIST FRVT and was heav-
ily criticized for its inaccuracy by police staff.160, 161 Research shows that the 
algorithms in use by other law enforcement agencies, including Los Ange-
les County Sheriff, the Maryland Department of Public Safety, the Michigan 
State Police, the Pennsylvania Justice Network, and the San Diego Associa-
tion of Governments (SANDAG) that were tested in Klare et al. (2012) were 
found to perform 5 to 10% less accurate on black than on white individuals 
and also systematically worse for female and younger individuals.10,68,72 To 
address the need for more accurate data on FRT algorithms’ bias, 52 orga-
nizations formed a coalition calling on the DOJ to investigate the issue in 
the context of law enforcement use.260

Quality Standard  In addition to a lack of testing for demographic biases 
with the goal to establish standards for the unbiasedness of FRT in use by 
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law enforcement, both public officials and industry representatives show 
a lack of understanding of or concern for bias. For example, Kimberly Del-
Greco, Deputy Assistant Director of the Information Services Branch in the 
FBI’s CJIS Division, stated in the 2017 congressional hearing that their 
“requirement when [the FBI] developed the Interstate Photo System did not 
include tone or ethnicity. It was based on the mathematical computation 
only.”65 It is important to note that especially in the context of the FBI’s use 
of FRT, misidentification due to bias in the FRT employed has consequenc-
es beyond the criminal realm when employed for employment background 
checks.74  Similarly, a system’s analyst for a Florida Sheriff’s office stated 
that “[the software] is oblivious to things like a person’s hairstyle, gender, 
race or age” in a media interview and the Seattle PD claimed in their FAQ 
section that their system “does not see race, sex, orientation or age.”65 
Moreover, in interviews representatives for leading FRT vendors have failed 
to establish that tests for racial bias were used instead relying on the as-
sumption that diverse training datasets automatically produced unbiased 
algorithms.10

Due Process

Public Consultation Process The FBI was in fact severely criticized by pol-
icymakers and the GAO for failing to inform the public of its use of FRT. 
Specifically, the GAO finds that the FBI did not update an initial PIA for the 
start of the NGI-IPS development in a timely manner when it began to pilot 
the system with 20,000 searches and did not publish a PIA before the FACE 
unit began its operations. Furthermore, the GAO highlights that a SORN 
was not filed until after it first reviewed the systems in 2016. Overall, the 
FBI was using FRT for around five years before informing the public by pub-
lishing the PIAs on its activities in 2015.65,131 Moreover, the FBI’s CJIS unit 
manages and reviews compliance with regulation of access to the FBI’s 
FRT-relevant systems through an audit program, however, the GAO found 
that the audit program did not meet its objectives in achieving a timely au-
dit, which is in conflict with the GAO’s Standards for Internal Control in the 
Federal Government (also referred to as the Green Book).130,261 While some 
state and local jurisdictions have established requirements for consulta-
tions with stakeholders or for public comment periods, such requirements 
remain the exception rather than the norm. Florida, for example, has been 
criticized for trialing FRT technology with little or no public consultation, in 
particular in the context of the Super Bowl 2001 in Tampa.148 Similarly, no 
evidence was found of a public consultation in Maricopa County, AZ. Seat-
tle is making strides in involving the community in the use of surveillance 
technologies: The 2017 Surveillance Ordinance makes a public meeting 
and comments a requirement for each new technology.262 Moreover, the 
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process also includes a Surveillance Advisory Working Group composed of 
community representatives with the task to create privacy and civil liber-
ties impact assessment for each new technology263 The Seattle City Coun-
cil also specifically ran a community engagement program on body-worn 
cameras that addressed questions regarding FRT capabilities.264

Awareness of Sample Collection  Not all law enforcement agencies make 
information available to the public regarding when, where, and how biomet-
ric samples are collected for the purpose of FRT processing. Research has 
revealed that in 2016, out of 52 agencies surveyed only 10% had a use 
policy that was accessible to the public.10 The FBI provides limited informa-
tion about its FRT programs in the required PIAs, although they were not 
published in a timely manner.130,131,137,265 The PCSO, which hosts Florida’s 
FACES system, published mentions of its facial recognition capabilities on 
its website only in the history section and auxiliary documents including job 
descriptions, internal memos, and the jail inmate handbook.266 During the 
live FRT trial in Tampa’s Ybor City, police have erected signs stating “Smart 
CCTV is in use,” which is a step in the right direction but may not be under-
stood by the public as referencing an FRT system. In fact, interviews have 
revealed that the signs were not visible from all areas and passersby did 
not know what they meant.149 The only notice the MCSO provides of its use 
of FRT through its website is hidden in a procedure’s manual for the identi-
fication process.153 The Seattle PD provides transparent information about 
its use of FRT in its publicly available Police Manual online.164 Moreover, 
researchers at Georgetown Law in their survey found that no law enforce-
ment agency had a policy that required a warrant to scan and “search” a 
data subject’s face and around 80% of agencies do not require reasonable 
suspicion of criminal activity.65 There is no evidence that agencies rely on 
any communication channel other than public documents on their websites 
to make the public aware in which context their biometric sample is collect-
ed for FRT identification.

Arrests & Evidence To date, the question of how FRT identifications can fea-
ture as evidence in the judicial process has been addressed in one case, 
Willie Allen Lynch v. State of Florida.267,268 The defendant Willie Allen Lynch 
was identified by FRT as the only suspect identified with a star out of four 
suggested suspects for a 2015 case of a crack cocaine sale witnessed by 
undercover agents who were not able to identify the offender.144 The use 
of the system was not disclosed in the police report but revealed to the 
defendant in a pretrial disposition of the crime analyst who operated the 
FRT.144 The defendant’s defense was built around the claim that he had 
been misidentified which raised the question of how the still imperfect FRT 
was employed and whether the defendant had a right to see the photos of 
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other defendants identified by the FRT as Brady evidence.*144 The appellate 
court, the First District Court of Appeals held that the defendant could 
not prove the similarity between his and the photos of other possible sus-
pects identified by the FRT, even though the defense team had no access 
to them, and upheld the conviction.144 In reaction EFF, ACLU, Georgetown 
Law’s Center on Privacy & Technology, and Innocence Project filed an amic-
us brief with the Florida Supreme Court to draw attention to and challenge 
the lower court’s holding based on the fact that no information around the 
procedural use of FRT was revealed.267 The case highlights the problems 
emerging from the fact that, according to the state attorney, there is no 
policy regarding the role of FRT evidence in criminal proceedings.270 Al-
though the identification process involved a two-step human review includ-
ing the FRT identification and the confirmation by the undercover agents, 
the process was deliberately made intransparent to the defendant and the 
defense counsel.270

*  Based on the case Brady v. Maryland, 373 U.S. 83 (1963), the Brady Rule requires that all 
available materially exculpatory evidence be disclosed to the defense.

Figure 12  //  US Policy Framework Scoring
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PRIVACY

Active Consent Avenues for Objection Standard for Access

1 
No active consent required. 

Governmental agencies at the 
federal (e.g. FBI), state (e.g. Florida), 
and at the local level (e.g. Maricopa 
County, AZ) perform facial recog-
nition on driver’s license photos 
for which the data subjects did not 
actively consent to being part of an 
FRT system. Moreover, booking pho-
to databases likely incude individu-
als not charged with or convicted of 
a crime.

1
There are no avenues for objection. 

Although the 1974 Privacy Act 
explicitly provides individuals with 
the opportunity to inquire about and 
request corrections of their data 
used by government agencies, the 
FBI and DOJ moved to exclude the 
NGI system from the provisions of 
the Privacy Act. The Privacy Act does 
not apply to government agencies at 
the state or local level.

1
Information is shared based solely 
on the discretion of the organiza-
tion.

State agencies are not subject to 
and the FBI’s NGI-IPS system has 
been exempt from the 1974 Privacy 
Act that governs the sharing of 
personal information by government 
agencies. 

EQUITY

Biased Enrollment Biased Exposure Quality Standard

1 
Population groups differing based 
on a protected category (Article 26 
ICCPR) are treated unequally. 
 
Bias in policing creates overrep-
resentation of ethnic minorities in 
booking photo databases. In Mar-
icopa County, AZ, all driver’s license 
and booking photos available to the 
government of Honduras were add-
ed to the FRT system in 2007.

1 
Population groups differing based 
on a protected category (Article 26 
ICCPR) are treated unequally. 
 
Based on the bias in the enrollment 
process and unaddressed algorith-
mic bias, ethnic minorities are at a 
higher risk of (mis-)identification.

1 
There is no regard for differential 
performance of FRT based on 
demographic differences. 
 
None of the government agen-
cies employing FRT have publicly 
addressed potential bias in the 
software employed.

DUE PROCESS

Public Consultation Awareness Evidence

1
There was neither a stakeholder 
consultation process nor a public 
comment period. 
 
The FBI began its FRT pilot and de-
ployment before publishing a privacy 
impact assessment alerting the 
public to the use of the system.

1
There is no communication that a 
sample is collected for the purpos-
es of use in conjunction with FRT. 
 
Many state and local agencies do 
not provide information on their col-
lection of samples to be run through 
FRT systems on their website.

2
There is a two-step process featur-
ing human review but it is intrans-
parent to the stakeholders involved 
in the criminal process (e.g. arrest-
ee/defendant, police staff, defense 
attorney, jury, judge).

In materials made available to the 
public by agencies the agencies de-
scribe a two-step process involving 
human review, however, the Willie 
Allen Lynch v State of Florida case 
illustrates that there is insufficient 
transparency about the extent to 
which FRT is part of the investiga-
tion.

Table 8   //  US Policy Framework Scoring
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DISCUSSION OF 
EMERGING ISSUES

The analysis of current FRT applications in domestic law enforcement and 
their regulation highlights a broader problem across technology policy: 
Highly complex emerging technological innovations emerge from academia 
and the private sector and promise gains in the effectiveness and efficien-
cy of processes, for example, in the area of law enforcement. In the area of 
surveillance technology, gains from such technological innovation promise 
returns for their users, law enforcement agencies, and their developers. 
However, in the pursuit of these gains, the fast-paced innovation process 
risks to evolve without a focus on societal needs.

Complex technologies such as FRT often engender information asymme-
try between the public and private Sector and pose a unique challenge to 
democratically organized societies because effective public discourse and 
policymaking require both the sovereign electorate and their elected repre-
sentatives to fully understand the capabilities and limitations of technolog-
ical innovation. However, the case of FRT use in law enforcement illustrates 
that this understanding is lacking. Several agency representatives have re-
vealed a lack of understanding of how the technology works. In the UK, for 
example, the South Wales Police stated in a response to a FOI request: 



Facing the Future: Human Rights and Facial Recognition Technology Use in Law Enforcement                         //   70

“South Wales Police do not currently employ any Artificial Intelligence, 
machine learning or deep learning technology. South Wales Police 
currently use Automatic Facial Recognition technology provided by 
NEC. (...) The algorithm has been “trained” using AI technology during 
its development by NEC, however no machine learning element is 
present when the system is used by South Wales Police.”271

FRT and machine learning applications pass training data through a learn-
ing algorithm to generate a machine learning model. The machine learn-
ing model acts as a learned algorithm that new data is passed through to 
arrive at the desired answer, for example, a classification. The statement, 
therefore, shows a lack of understanding or avoidance of public inquiry in 
representing the use of a machine learning model as separate from the 
machine learning process.40 Moreover, in the US, Pinellas County, FL, Cap-
tain Jim Main stated that:

“The more images you get, the greater chance you have of making a 
match.” 145

However, increasing the number of images in the reference storage also 
increases the number of distractors the machine learning model could mis-
classify on, which increases the probability of useless false positive classi-
fications, which makes the FRT as a whole less effective.40,64 This argument 
has been advanced to lend further weight to the case against including 
driver’s license and ID photos. Similarly, law enforcement officials at the 
FBI, the PCSO and the Seattle Police Department have claimed that their 
FRT “does not see race,” demonstrating a lack of understanding for the 
challenges that remain for calibrating FRT for unbiasedness.10, 65

Both in the US and in Europe around half the adult population had not 
heard about AI in 2017 and marginalized population groups on average 
had even less awareness.16,17 With such limited knowledge transfer from 
innovating sectors to civil society, informed political participation in dis-
cussions of technology regulation becomes impossible for large shares of 
the population. One line of reasoning may argue that in a representative 
democracy, the electorate should through its votes determine the general 
political direction, so that the technicalities of policymaking can remain to 
be addressed by elected legislators. However, parliamentarians face chal-
lenges in keeping up with rapid progress across many areas that require 
regulation. In the US, for example, the challenge has grown since in-house 
expertise in the Office of Technology Assessment fell victim to budget cuts 
over 25 years ago.272 As a result, legislators struggle to keep up with tech-
nical details relying on expert testimonies and lobbyists, which Rep. Adam 
Kinzinger from Illinois illustrated by stating “I can understand about 50 
percent of the things you say” during a technical testimony.272–274 
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In an interesting evolution of regulatory dynamics, private sector develop-
ers of FRT have acknowledged the risks that their technology poses to the 
exercise of human rights and not only joined researchers and advocates 
in a call for regulation but also engaged in self-regulation. Microsoft pub-
lished suggestions for FRT regulation and committed to upholding six prin-
ciples, from notice and consent to non-discrimination, in its development 
and sale of the technology.11,13 Moreover, Microsoft is lobbying in support 
of Washington State’s Senate Bill SB 5376 would establish protections for 
personal data, and establish strict conditions for the use of FRT by govern-
ment agencies for surveillance in public spaces.275 Most recently, Microsoft 
rejected a government contract with a California law enforcement agency 
seeking to install FRT in police cars and body-worn cameras due to risks to 
human rights.276,277 Similarly, Google has formulated principles governing 
their development of AI and taken a public “not to offer general-purpose fa-
cial recognition [application programming interfaces] APIs before working 
through important technology and policy questions.”278–280 Riding on the 
momentum of private sector self-regulation, the Algorithmic Justice League 
and the Center on Technology & Privacy at Georgetown Law have drafted 
the SafeFace Pledge, through which companies can openly commit to not 
(1) “contribute to applications that risk human life,” (2) “facilitate secret 
and discriminatory government surveillance,” and actively (3) “mitigate 
law enforcement abuse,” and “ensure [the developer’s] rules are being fol-
lowed.”281
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CONCLUSION
FRT is a formidable technological innovation that allows us to connect a 
part of us that is inherently private, our identity, with a part of us that is 
inherently public, our face. Relative to other biometric technologies, FRT 
stands out because our face is one of our most immutable features and 
one of the parts of our body that we most identify with. Moreover, in most 
cultural contexts, our face is always exposed to the public making it difficult 
to participate in societal life without revealing one’s face. For these rea-
sons, the use of FRT creates risks for our exercise of human rights which 
demand caution as we apply it to serve legitimate societal goals such as 
enforcing the law. In the interest of offering structure for the necessary so-
cietal discourse and social innovation engendered by the adoption of FRT 
as an emerging technology, this work developed a policy analysis frame-
work. The three-dimensional framework centers on the three human rights 
principles most relevant in the context of FRT, namely privacy, equity or 
non-discrimation, and due process, which are almost universally accepted 
at the international level and codified, in the ICCPR. As an analytical guide, 
the policy analysis framework operationalizes the broader concept of each 
human rights principle in the context of FRT in three sub-variables to com-
pare different jurisdictions’ safeguarding of human rights. 

The case studies from both the UK and the US demonstrate that even in 
mature democracies with a strong commitment to protecting civil liberties, 
establishing policy safeguards for the use of FRT in law enforcement in 
accordance with human rights remains challenging. In the UK, the policy 
environment is effective at deploying FRT with due process considerations. 
In general, law enforcement agencies consulted stakeholders in the de-
velopment of their FRT program development and communicated program 
details via at least one if not more communication channels. Relatively 
more problematic is the area of privacy: There is no requirement for notice 
of and active consent to the enrollment in an FRT database, which raises 
concerns with respect to individuals arrested for but never charged with or 
convicted of a crime, and public-private collaborations. Data access and 
rights of the data subject, for example, to object to the use and manage-
ment of the data, are not protected by legislation specific to FRT but rigor-
ous standards for the protection of personal data in general through the EU 
GDPR. The most concerning area is equity, in which a lack of understand-
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ing and concern for algorithmic bias, as well as bias in real-life enrollment 
practices, create a disparate impact for minorities.

In the US, jurisdictions vary greatly in the law enforcement use of FRT and 
the policy response. Some jurisdictions stand out in setting a positive ex-
ample of issues around the use of FRT can be addressed with innovative 
policy solutions such as Seattle, which established a collaboration with 
the ACLU to develop an FRT use policy that is aligned with civil liberty pro-
tections. Other jurisdictions raise concerns due to their lack of critical en-
gagement with the technology’s risks. Overall, examples from these juris-
dictions show that the there is insufficient regulation in the area of due 
process rights, as programs are rolled out without effective communication 
with the public before or during FRT deployment, including the FBI’s de-
layed publication of a PIA around five years after the program launch. The 
current Willie Allen Lynch v State of Florida case, however, will be an in-
teresting opportunity to grapple with procedural safeguards and transpar-
ency around the use of FRT. More concerning are the areas of equity and 
privacy. Jurisdictions, in general, fail to critically address algorithmic bias 
and bias from the disproportionate enrollment of overpoliced minorities or 
ethnically homogenous foreign citizens, as Maricopa County’s enrollment 
of Honduran booking and driver’s license and ID photos demonstrated. In 
the area of privacy, the automatic enrollment of civil driver’s license and ID 
photos without notice or an effective path to opt-out without forgoing other 
public benefits is very problematic. Moreover, the lack of FRT-specific or 
even general data protection regulation that applies to all law enforcement 
agencies without allowing for exceptions such as the one granted to the 
FBI’s FRT system, jeopardized the rights of the data subjects.

For an informed societal discourse on benefits and risks of FRT use in law 
enforcement, it is necessary to conduct further research, for example, in 
quasi-experimental research designs, on the effectiveness of FRT in solving 
and preventing crimes. Therefore, it is important to develop effective ways 
to communicate academic knowledge on the technology’s capabilities and 
limitations and raise public awareness for the trade-off between benefits 
and risks of its applications. As the democratic sovereign, the people, as 
well as their elected representatives, need to understand that an emerging 
technology is in use, how it is used, how it works, and what its impact is. 
Given the unique vulnerability of leveraging our face for establishing our 
identity, FRT creates specific risks to protected human rights. For this rea-
son, it is necessary to establish a regulatory framework specific to the chal-
lenges of FRT before rights violations need to be litigated in a slow-moving 
judicial process. Technological innovation redefines the architecture of the 
social world, and social innovation is necessary to ensure the respect of 
our existing human rights protections in an evolving socio-technical system.
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Agency (current or former use) Notable Legislation

Alabama X X X FBI

Alaska

Arizona X X Arizona Department of Public Safety, 
Maricopa County Sheriff

Arkansas X X X X FBI, Arkansas Office of Driver Services, 
Arkansas Crime Information Center

California X X Los Angeles County Sheriff, San Diego 
Association of Governments, San Diego 
County Sheriff, Auburn PD, Los Angeles 
PD, Carlsbad PD, Chula Vista PD, Lincoln 
PD, San Diego PD, San Francisco PD, San 
Jose PD

Constitutional Right to Privacy

Proposed: 
AB 1215, prohibiting the use of FRT in 
connection with officer cameras

Colorado X X State law enforcement

Connecticut X X X DMV, state law enforcement

D.C. -

Delaware X X X FBI, state law enforcement

Florida X X X X FBI, Department of Highway Safety and 
Motor Vehicles, Department of Correc-
tions, Jacksonville County Sheriff, Palm 
Beach County Sheriff, Pinellas County 
Sheriff, Miami Dade PD, Daytona Beach 
PD, Tampa PD, and many others (244 
agencies total)

Constitutional Right to Privacy

Georgia X X Georgia Bureau of Investigation

Hawaii X X Hawaii Criminal Justice Data Center, 
Honolulu PD

Idaho
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Regulation and Use (present and former) of FRT across States
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Agency (current or former use) Notable Legislation

Illinois X X X FBI, Illinois Secretary of State's Office, 
Illinois State Police, Chicago PD

*

Indiana X X X DMV, state law enforcement

Iowa X X X FBI, Iowa Department of Public Safety

Kansas X X DMV

Kentucky X X X FBI, Kentucky State Police

Louisiana -

Maine X X Maine State Police, Cumberland County 
Sheriff

Passed: 
ME Rev Stat 25 § 4501 (2015), restricting 
FRT in drones

Maryland X X Department of Public Safety and Correc-
tions, Maryland State Police, Montgom-
ery County Police, Baltimore PD, Prince 
George’s County PD

Massachusetts X X State law enforcement, Plymouth County 
Sheriff, New Bedford PD

Proposed: 
S1385, banning FRT without statutory 
authorization; 
HB 2120, prohibiting the use of FRT in 
connection with officer cameras; 
SB 1447, prohibiting FRT in drones; 
SB 1429, requiring FRT notices at the DMV

Michigan X X X FBI, Michigan State Police, DOJ, Detroit 
PD, Department of Corrections, Detroit 
and Southeast Michigan Information and 
Intelligence Center

Passed: 
MI Compiled Laws Section 28.243 (2018), 
destruction of biometric data for individuals 
found innocent

Minnesota X X X Department of Public Safety Bureau of 
Criminal Apprehension, Department of 
Public Safety Driver Vehicle Services

Proposed: 
SF1430, prohibiting FRT in drones

Mississippi X X X Driver Services Division and Criminal 
Information Center of Mississippi Dept of 
Public Safety

Missouri X X Kansas City PD

Montana Constitutional Right to Privacy
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Agency (current or former use) Notable Legislation

Nebraska X X X X FBI, DMV, Nebraska Criminal Justice 
Information System, Nebraska State 
Patrol, Lincoln PD, Omaha PD

Nevada X X X DMV, state law enforcement

New Hampshire - Passed: 
NH Rev Stat § 105-D:2 (2016), banning 
FRT in body-worn cameras

New Jersey X X New Jersey State Police Regional Opera-
tions Intelligence Center

New Mexico X X X X FBI, state law enforcement, DMV, Albu-
querque PD

New York X X X X FBI, DMV Proposed: 
A1692, banning FRT without legal authori-
zation issued by a court of competent juris-
diction; A4030, prohibiting FRT in drones

North Carolina X X X X FBI, state law enforcement, DMV, Cumber-
land County Sheriff

 North Dakota X X X FBI, Bureau of Criminal Investigation

Ohio X X Ohio Attorney General's Office Bureau of 
Criminal Identification and Investigation, 
Ohio Department of Public Safety, other 
agencies (500+ total)

Oklahoma -

Oregon X X DMV Passed: 
OR Rev Stat § 133.741 (2017), banning 
FRT in body-worn cameras

Pennsylvania X X Any law enforcement agency in the state 
(500+ total)

Rhode Island X X X DMV, Rhode Island State Police, Rhode 
Island Corrections

South Carolina X X X FBI, State Police

South Dakota X X State law enforcement

Tennessee X X X FBI
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Agency (current or former use) Notable Legislation

Texas X X X FBI, Texas Department of Public Safety * Proposed: 
SB 485, requiring a warrant, arrest or prox-
imity to national border for law enforcement 
agencies to collect biometric identifiers

Utah X X X FBI, Department of Public Safety

Vermont X X X FBI Passed: 
VT Stat Ann 20 § 4622 (2018), restricting 
FRT in drones; 

Proposed: 
H470, requiring General Assembly authori-
zation before FRT use

Virginia X X Northern Virginia Regional Information 
System, Virginia State Police, Fairfax 
County PD

Washington X X South Sound 911, King County Sheriff, 
Pierce County Sheriff, Snohomish County 
Sheriff, Seattle PD

* Proposed: 
SB 5376, establishing protections for 
personal data, including prohibiting the 
use of FRT by government agencies for 
surveillance in public spaces except for law 
enforcement or in an emergency and with 
an analysis by the Office of Privacy and 
Data Protection;
SB 5528, prohibiting the government use of 
a FRT system

West Virginia X X State law enforcement, West Virginia Intel-
ligence Fusion Center

Wisconsin X X - DMV Passed:
WI Stat Ann § 343.237 & 165.8287 
(2018), limit use of driver photos including 
“The photograph shall not be used as part 
of a photo lineup or photo array.”

Wyoming -

TOTAL 43 15 40 18
Passed:       6
Proposed:   5

Sources: Nlets (2011), Geiger (2012), Garvie et al. (2016), GAO (2017)


